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Abstract Fractional Motion Estimation (FME) in high-
definition H.264 presents a significant design challenge in
terms of memory bandwidth, latency and area cost as there
are various modes and complex mode decision flow, which
require over 45% of the computation complexity in the
H.264 encoding process. In this paper, a new high-
performance VLSI architecture for Fractional Motion
Estimation (FME) in H.264/AVC based on the full-search
algorithm is presented. This architecture is made up of three
different pipeline processors to establish a trade-off be-
tween processing time and hardware utilization. The
computing scheme based on a 4-pixel interpolation unit
with a 10-pixel input bandwidth is capable of processing a
macroblock (MB) in 870 clock cycles. The final VLSI
implementation only requires 11.4 k gates and 4.4kBytes of
RAM in a standard 180 nm CMOS technology operating at
290 MHz. Our design generates the residual image and the
best MVs and mode in a high throughput and low area cost
architecture while achieving enough processing capacity for
1080HD (1920×1088@30fps) real-time video streams.

Keywords H.264 . High-definition television (HDTV) .

Fractional motion estimation . Video coding

1 Introduction

The video coding standard H.264/AVC, developed by the
Joint Video Team (JVT), achieves higher coding efficiency

than previous coding standards especially in high-definition
and high-rate video sequences. The superior coding
performance of H.264/AVC originates from new techniques
such as quarter-pixel fractional motion estimation, variable
block sizes, multiple reference frame motion estimation,
complex intra prediction modes, context-based entropy
coding, and so on [1, 2]. However, these advanced video
coding techniques require huge computational complexity
and memory bandwidth for the encoding process. Thus,
hardware acceleration encoder design is still essential to
enable implementation of fast architectures for real-time
video applications.

Motion estimation (ME) is the most important part of
H.264/AVC in exploiting the temporal redundancy between
successive frames and it is also the most time consuming
part in the coding framework. It requires large amounts of
computation and accounts for 60%–90% of encoding time.
In H.264, a video frame is first split using macroblocks
(MB) of size 16×16 [3]. Each MB may then be segmented
into subblocks of different sizes, as illustrated in Fig. 1. ME
is carried out in 7 different modes, one 16×16 MB (Mode
1), two 16×8 subblocks (Mode 2), two 8×16 subblocks
(Mode 3) and four 8×8 subblocks (Mode 4). In turn, each
8×8 subblock is also split up into two 8×4 subblocks
(Mode 5), two 4×8 subblocks (Mode 6) and four 4×4
subblocks (Mode 7). The total number of possible partitions
is 41. ME refines the best candidate for each subblocks
hierarchy in two phases: Integer Motion Estimation (IME)
and Fractional Motion Estimation (FME). IME finds the
best integer motion vector (MV) for all 41 variable-size
blocks. FME refines those MVs in quarter-pixel precision
using a 6-tap filter and a MV-bit-rate estimation. In H.264/
AVC, the latter process takes about 45% of ME time and,
for high resolution application, VLSI implementation is
essential.

G. A. Ruiz (*) : J. A. Michell
Dpto. de Electrónica y Computadores, Facultad de Ciencias,
Universidad de Cantabria,
Avda. de Los Castros s/n,
39005 Santander, Spain
e-mail: ruizrg@unican.es

J Sign Process Syst
DOI 10.1007/s11265-010-0475-8



There are many proposed IME algorithms based on one-
dimension [5] or two-dimension [6] processing elements,
different search strategies such as the three-step search [7],
hexagon search [8] and diamond search [9], or implemen-
tations aiming to reduce the power [10] or to minimize the
off-chip memory bandwidth [11]. However, only a few
FME implementations have been discussed in spite of FME
having a strong impact on the peak-signal-to-noise ratio
(PSNR) and the amount of computation required for FME
is even more than needed for IME. Several algorithms have
been proposed to speed up the FME process, although they
decrease the video quality to some extent, such as those based
on early termination techniques [12] (average ΔPSNR=
−0.02 dB, ΔBitrate=2.91%), search control by using neigh-
bouring motion vectors [13] (ΔPSNR=−0.03 dB), size
reduction of tap filters [14] (ΔPSNR=−0.003 dB) or
reduction of search area [15] (ΔPSNR=−0.17 dB, ΔBitrate=
4.08%). Different FME implementations which make a
trade-off among input bandwidth of reference pixels,
hardware overhead and number of clock cycles for process-
ing all MBs have been described. In [16], VLSI architecture
for FME with a regular schedule and high utilization is
presented. It uses a 4-pixel interpolation unit to process 10
integer pixels in parallel at 100 MHz taking 1648 clock
cycles to compute a whole macroblock (MB). An improved
architecture with a 16-pixel interpolation unit to reduce this
number of cycles to 790 is described in [17]. It achieves high
processing capacity for encoding real-time HDTV video
streams. However, this high throughput has the penalty of
large area (2.4×) and memory bandwidth up to 22 pixels. A
high throughput hardware architecture based on three parallel
processing engines reduces the number of clock cycles to
only 616, but with a high cost in area [19]. Other FME
designs search for hardware reduction or high efficiency by
making some constraints in the FME algorithm. Thus, the
scheme proposed in [20] achieves a reduction of more than
50% in computation by exploring neighbourhood position
and early termination with acceptable loss of quality. The
architecture described in [21] reduces the search area and

number of MVs needed in order to achieve low-latency and
hardware efficiency. Finally, designs suitable for a FPGA
implementation are presented in [22, 23]

In this paper, a VLSI architecture based on the full-search
algorithm for implementation of FME is described. Its
architecture is made up of three different pipeline processors:
a half-pixel processor, a quarter-pixel processor and a mode
decision processor. As a result, our design generates the
residual image and the best MVs in a high throughput, low
area cost architecture. The design is implemented with only
11.4 k gates and 4.4kBytes of RAM in a standard 180 nm
CMOS technology and it operates at 290 MHz. The latency
of 870 clock cycles is sufficiently low to process 1080HD
real-time videos. The remainder of this paper is organized as
follows. In Section 3, a brief description of the FME scheme
is discussed. Section 4 presents some details of the proposed
architecture based on three processors, and Sections 5, 6 and
7 describe some details about the design of those processors.
The implementation results and comparisons are listed in
Section 7. Finally, the conclusions are stated in Section 8.

2 Description of the FME Algorithm

In H.264, the inter-prediction module is one of the most
significant parts that affect overall computing performance.
In real-time HDTV applications (1920×1088 @ 30fps) the
work of processing all 41 subblocks belonging to a 16×
16 MB should take less than 4.1 µsec, equivalent to 1025
clock cycles at a clock frequency of 250 MHz, which is
available for most of current technologies. IME and FME
must be computed in these 1025 cycles which will affect
the efficiency of the hardware implementation. IME is
performed prior to FME. Integer pixel search tries to find
the best matching integer position and the best integer pixel
motion vectors (MV) are determined by using a perfor-
mance cost metric. Then, the FME performs a half-pixel
refinement about the integer search positions and then a
quarter-pixel one is performed around the best half-pixel
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positions. As a result, a pipeline architecture is a must to
implement IME and FME [24, 25].

In an efficient FME implementation, the trade-off among
processing time, memory access data bus and hardware
utilization should be balanced. Here the memory access and
sub-pixel interpolation must comply with some time
constraints, taking into account that FME requires more
input data to be processed than is used in sub-pixel motion
estimation. Besides, FME shares on-chip memory previ-
ously stored in the IME stage as FME fetches reference data
to that memory when IME has just finished. In our design,
a 4-pixel interpolation unit is adopted because it provides a
trade-off between the processing time and hardware
utilization, and it is also highly compatible with many
proposed IME architectures. This unit is capable of
processing every subblock in a MB, since each subblock
can be decomposed in terms of single 4×4 basic blocks.
However, the 6-tap filter used in interpolation process
requests extra input pixels so that each 4×4 subblock is
extended with a border of 3 pixels around it, resulting in a
(3+4+3)×(3+4+3)=10×10 window; thus, the input data is
set to 10 pixels’ width. To reduce accesses to memory and
reuse interpolated data, vertically adjacent 4×4 blocks are
processed using a similar scheme to that proposed in [16],
which helps to avoid redundant memory accesses (about
25–35% of total bandwidth). In this scheme, vertical scan
order is adopted to facilitate the interpolation operations
between two adjacent vertical columns for subblocks of 8×
and 16×. For the sake of clarity, Fig. 2 shows the vertical
arrangement to carry out the interpolation process of a 16×
16 MB. With 10 pixels of input data, the processing of a
column takes 22 clock cycles, and the whole block 22×4=
88 clock cycles. Table 1 lists the clock cycles needed to
process all 41 different modes, the total number being 832.
A problem related to vertical interpolation is the redundant
interpolating operations which appear in the overlapping
area of the adjacent interpolation window. To overcome this
problem, a new schedule based on a 16-pixel interpolation
is proposed in [17], which removes all the redundant
columns. Although this architecture can save more than
50% clock cycles, it uses input data of 22-pixels’ width and

the cost in area is about 2.4 times greater than 4-pixel
interpolation. Moreover, it incurs low computational redun-
dancy but is inefficient in handling variable size.

2.1 Langrangian Cost

The ME algorithm determines the best mode which
minimizes the matching error between reference MB and
candidate MB. In the JM version 15.1 of the H.264
reference software, which is available on-line at [4], the
ME chooses the best mode by using a Lagrangian mode
decision to compute not only the sum of absolute differ-
ences (SAD) but also an estimation of the bits required to
code MVs. For each subblock of a MB, the ME algorithm
minimizes the following Langrangian cost (J) defined as

J ¼ SADþ l MV cos t MVcur �MVpredð Þ ð1Þ
where SAD denotes a distortion measure (in our case it is
the SAD) between the original and the coded partition
predicted from the reference frames, MVcost represents the
number of bits (according to a table of entropy coding) re-
quired to code the difference of current MV (MVcur) and
motion prediction MVpred, and λ is the Langrangian
multiplier imposed using a suitable rate constraint. To
calculate the MVpred, the MV of the neighbouring blocks
must be available or sufficiently estimated as they not only
depend on neighbouring MBs, but also on earlier blocks
within a MB [3]. Figure 3 shows an example of definition
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Figure 2 Vertical interpolation
of 16×16 MB.

Table 1 Clock cycling for different subblocks.

Subblock type Number of blocks Cycles/block Total cycles

16×16 1 22×4 88

16×8 2 14×4 112

8×16 2 22×2 88

8×8 4 14×2 112

8×4 8 10×2 160

4×8 8 14×1 112

4×4 16 10×1 160

Total latency 832

MV2MV1

MV0

8×8

MVpred=median(MV0, MV1, MV2) 

Fig. 3 Example of MVpred of 8×8 macroblock.
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of MVpred for an 8×8 subblock. In this case, the MVpred
is computed from the median of left (MV0), top (MV1) and
top-right (MV2). MV0 belongs to the previous 16×16 MB,
and MV1 and MV2 belong to 4×4 subblocks of the same
MB that have just been processed.

The proposed FME algorithm uses the well-known tree
structured motion compensation method of H.264 to obtain
the MVpred of each subblock. In this method, the sub-
blocks are processed in a particular order to guarantee that
every MVpred neighbouring a subblock is available before
processing. Otherwise, an incorrect MVpred significantly
worsens coding results because it leads the motion
estimation in the wrong direction. The Lagrangian cost
function can only be computed after the MVs of neighbour-
ing blocks are determined, which causes an inevitable
sequential processing. MBs and subblocks in a MB cannot
be processed in parallel. As a result, while processing a
subblock in the half-pixel processor, the MVs of neighbours
at quarter resolution are not available because the quarter
processor has not computed them yet. This problem only
arises in the subblocks labelled 1 in Fig. 1 belonging to

Mode 2, 3, 4, 5 and 6, and subblocks labelled 1, 2 and 3 in
Mode 7. In the proposed FME, these subblocks only use
half pixel resolution in MVpred because MVpreds with
quarter resolution are not available. Simulations made with
typical video sequences have proved that the effects of this
restriction on overall PSNR and bitrate are insignificant
(average ΔPSNR=−0.003 dB and ΔBitrate=0.05%).

3 Proposed Architecture

Figure 4 shows the block diagram for the proposed design
of FME hardware architecture based on three different
pipeline processors: half-pixel processor, quarter-pixel
processor and mode decision processor. This architecture
makes a trade-off between the processing time and the
hardware utilization to reach the capacity of encoding the
high-resolution real-time video stream for HDTV at low
cost in area. It uses a completely standard-compatible full-
search algorithm based on 4×4 block decomposition and a
vertical arrangement to reduce the encoding time.
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The input data include the best integer MV with its
Langrangian cost acquired in IME, MVpred of the adjacent
MBs and search area data from a local memory which is
input row by row. The half-pixel processor reads the
reference input data from a local RAM and performs half-
pixel interpolation and a full half-pixel search for each
subblock size. The interpolated samples are stored in
RAM1 and processed in the processing unit. This unit is
made up of 8 parallel processing elements (PE) to obtain
the best half-MV according to minimum Lagrangian cost.
The quarter-pixel processor uses the best half-MV and the
interpolated samples stored in RAM1 to generate all the
quarter-pixels around the half/integer samples using a
bilinear filter. These are stored in RAM2. Similarly to the
previous processor, these interpolated quarter-pixels are
processed in the processing unit in order to extract the best
quarter-MVs. After that, the mode decision processor
evaluates, temporarily stores the best matching interpolated
image in RAM3 and makes a decision about block modes
and final MVs. However, the final decision is not taken
until all 41 subblocks are processed. Finally, this processor
generates the best MVs and the best mode of the MB, as
well as the residual image to be coded.

Figure 5 depicts the timing diagram for performing FME
to process one MB. It dispatches all 41 subblocks ranging
from 16×16 to 4×4 reads according to the tree-structured
motion compensation order specified in the JM reference
software. The input reading process consumes 832 clock
cycles (see Table 1) to load all input data which bounds the
whole processing time. The half-pixel processor performs a
half-pixel interpolation, which is stored in a bank of four

double port SRAMs (RAM1), and takes a decision about
the best half-MV after computing the Langrangian cost. On
taking this decision, the quarter-pixel processor starts off
fetching data to RAM1. Here, the reading process takes
fewer clock cycles than the former processor; for a M×N
subblock, it takes (M+1)×N/4 clock cycles in comparison
with the former’s (M+6)×N/4. As a result, this quarter-
pixel processor has idle clocks waiting to finish the
processing of some subblocks in the half-pixel processor.
After taking the best quarter-MVs decision and computing
a new Langragion cost, the mode decision processor starts
off fetching data to a bank of three double-port SRAMs
(RAM2). The reading process takes the same number of
clock cycles as the size of the processing subblock (M×N);
there are also some idle clock cycles here. The candidate
samples specified by the best quarter-MVs are stored in
RAM3 according to a scheme described in Section 7. After
870 clock cycles, the final decision is taken by processing
all 41 subblocks. The proposed architecture for generating
the residual image of a MB takes a total of 936 clock
cycles: 832 cycles for reading the input data, 38 cycles of
latency and 66 cycles to generate the residual image.

4 Half-Pixel Processor

The half-pixel processor performs half-pixel interpolation
and a half-pixel search for each subblock. It is mainly
composed of a half-pixel interpolation unit, four double-
port SRAMs (RAM1) to store integer and half-pixel
samples, a processing unit (PU) to compute the Lagrangian
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cost, and a best half MV unit to select the MVs with
minimum Lagrangian cost. As a result, the best MVs are
passed to the quarter-pixel processor.

4.1 Half-Pixel Interpolation Unit

In the H.264/AVC, the prediction luma sample values at the
half pixel are calculated by applying a 6-tap Wiener filter in
both horizontal and vertical directions. The tap coefficients
are (1, −5, 20, 20, −5, 1). For the sake of clarity, Fig. 6
illustrates the spatial relationship of the integer {I}, and
half-pixel vertical {V}, horizontal {H} and diagonal {D}
positions in the luminance interpolation. The horizontal
half-pixel value H0,0 is computed from an intermediate
value H

0
0;0 which is calculated in turn from the six nearest

integer pixel values located at horizontal direction accord-
ing to the following equation

H
0
0;0 ¼ I0;�2 � 5I0;�1 þ 20I0;0 þ 20I0;1 � 5I0;2 þ I0;3 ð2Þ
The half sample H0,0 is calculated by clipping H

0
0;0to lie

in the range [0,255] as

H0;0 ¼ H
0
0;0 þ 1 << 4

� �
>> 5 ð3Þ

In a similar way, the vertical half-pixel value V0,0 is
calculated from an intermediate value V

0
0;0 using the six

nearest integer pixel values located in the vertical direction as

V
0
0;0 ¼ I�2;0 � 5I�1;0 þ 20I0;0 þ 20I1;0 � 5I2;0 þ I3;0 ð4Þ

The half sample V0,0 is calculated by clipping V
0
0;0to the

range [0,255] as

V0;0 ¼ V
0
0;0 þ 1 << 4

� �
>> 5 ð5Þ

The diagonal half-pixel value D
0
0;0 is obtained from the

six nearest intermediate horizontal values H
0
i;j, or alterna-

tively, vertical values V
0
i;j, according to

D
0
0;0 ¼ H

0
�2;0 � 5H

0
�1;0 þ 20H

0
0;0 þ 20H

0
1;0 � 5H

0
2;0

þ H
0
3;0 ð6Þ

D
0
0;0 ¼ V

0
0;�2 � 5V

0
0;�1 þ 20V

0
0;0 þ 20V

0
0;1 � 5V

0
0;2

þ V
0
0;3 ð7Þ

The final value D0,0 is computed as

D0;0 ¼ D
0
0;0 þ 1 << 9

� �
>> 10 ð8Þ

Figure 7 shows the proposed interpolator architecture
based on a 2-D FIR approach which aims for high
throughput and minimum latency. The 2-D FIR is decom-
posed into 1-D FIR horizontal (FIRH) and 1-D FIR vertical
(FIRV) filters. Two parallel groups of FIRV and FIRH
process the 10-pixel integer input data {I}. The first group
generates the interpolated half-pixel vertical data {V}
according to Eqs. 4 and 5. The second one generates the
intermediated data {H′} according to Eq. 2 which are
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Figure 6 Spatial relationship of integer (I) and, half-pixel for vertical
(V), horizontal (H) and diagonal (D) positions in the luminance
interpolation.
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clipped (Eq. 3) to compute the half-pixel horizontal data
{H}. {H′} are processed in series in the FIRV filters to get
the diagonal half-pixel data {D} which are implemented in
Eqs. 6 and 8.

The half-pixel interpolation performed by the 6-tap
Wiener FIR filter is implemented by shifters, additions
and subtraction operations. Moreover, the symmetry of
these filter coefficients can be exploited in order to reduce
the number of operations. Taking into account that 5X=X+
X<<2, and 20X=(X+X<<2)<<2, then Eq. 2 can be
computed [26] as

H
0
0;0 ¼ I0;0 þ I0;1

� �
<< 2þ I0;0 þ I0;1

� �� I0;�1 þ I0;2
� �� �� �

<< 2þ I0;�2 þ I0;3
� �� I0;�1 þ I0;2

� �
ð9Þ

A similar process can be applied to Eqs. 4, 6 and 7.
Figure 8 shows the implementation of the proposed FIRH
datapath according to the decomposition scheme in Eq. 9. It
takes 6 integer input pixels and calculates the intermediate
{H′} and clipped {H} horizontal pixels. The datapath is
pipelined into 2 stages using registers to increase clock
frequency and interpolation throughput. The input lumi-
nance integer pixels {I} are in the range [0,255] using an 8-

bit accuracy. In the interpolation datapath, dynamic range
of the intermediate results leads to modification of the bit
widths required in the arithmetic computation to prevent
overflow, they may even be negative. Although, in practice,
the probability of overflow in intermediate data is low, the
bus widths must be fixed to support the minimum and
maximum value. Figure 8 also indicates bus width and the
range of data in brackets at the output of every arithmetic
element. In this notation, U stands for unsigned number and
S signed number in two’s complement. A 15-bit width in a
signed representation for output {H′} is enough to deal with
all possible values while the clipping circuit limits the {H}
samples to the range [0,255] in an 8-bit unsigned
representation.

Figure 9 shows the 5-stage pipeline datapath for the
FIRV. There are two implementations of the same circuit
depending on the bus width of the input datapath: unsigned
8-bit width for integer samples {I} and signed 15-bit width
for intermediate data {H′}. New input data arrives in each
clock cycle and the output {D or V} is computed after 5
clock cycles. In the worst case, intermediate data range is
[−2550, 10455] with 15-bit width for {V} or [−214200,
475320] with 20-bit width for {D}.

The timing diagram of the half-pixel interpolation unit is
shown in Fig. 10. The 10-pixel integer data {I} is input row
by row. The interpolated samples, 6 pixels for {V} and 5
pixels for {H} and {D}, are computed with different
latency: 2 clock cycles for {H}, 5 for {V} and 7 for {D}.
{H} and {V} are directly generated from {I}, and {D} from
the intermediate data {H′}.

4.2 Processing Unit (PU)

The PU computes for each subblock the Langragian cost of
the half-pixel search. It is made up of 8 processing elements
(PE), as shown in Fig. 11, operating in parallel in order to
perform the eight half-pixel searches around the integer
pixel. Each PE processes 4 interpolated half pixels and is
composed of an absolute difference module, an adder tree
and a final adder-accumulator.

The absolute difference module implements the absolute
difference operation [27] expressed as

Ri;j � Ci;j

�� �� ¼ Ri;j þ Ci;j þ 1; if Ri;j > Ci;j

Ri;j þ Ci;j; if Ri;j � Ci;j

(
8j 2 0; 3½ �

ð10Þ
where, Ri,j2 Hi;j; Vi;j; Di;j

� �
represents the interpolated

reference pixel and Ci,j denotes the current pixel. To
implement Eq. 10, a first level of adders compute Ri,j+Ci;j

and the most significant bits of output {S3,S2,S1,S0} are
used to decide whether to invert the output through a bit-
XOR or not. In Eq. 10, a 1 must be added if Ri,j>Ci,j, which
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Figure 8 Half-pixel FIRH interpolation datapath. Notation used: bus
width, U for unsigned or S for two’s complement,[min value, max value].
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is equivalent to having the corresponding output Sj at 1. In
order to reduce hardware, the addition of {S3,S2,S1,S0} is
split up among the four adders of the circuit acting as a
carry input. The adder tree scheme calculates partial SADs
by summing all absolute differences. Here, a pipeline stage

has been inserted to reduce the critical path. The final adder
accumulator circuit obtains the total Langragian cost for a
subblock, the register being initialized at λMVcost whose
value has been calculated previously. Figure 11 also shows
all bus widths to prevent overflow. In the worst case, the
biggest SAD corresponds to the 16×16 partition where all
absolute differences are 255, resulting in a maximum value
of 255×16×16=6528, which can be represented by 16 bits.
Taking into account that λMVcost has a 12-bit precision,
the final Lagrangian cost of PE must be 17 bits.

In the PU, each PE is responsible for one search position
around the integer sample: PE1 for (0,−1/2), PE2 for (0,1/2),
PE3 for (−1/2,0), PE4 for (1/2,0), PE5 for (−1/2,−1/2), PE6
for (−1/2,1/2), PE7 for (1/2,−1/2) and PE8 for (1/2,1/2).
However, the half interpolation unit generates the interpolat-
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Figure 10 Half-quarter interpolation timing diagram.
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ed samples with different latency so PEs must process the
input data according to a data flow schedule. Figure 12.a)
shows the distribution of interpolated half−pixels around the
integer pixels; In order to simplify the data flow explanation,
only a 4×4 subblock is considered. For this subblock, 5×4
horizontal samples {H}, 4×5 vertical samples {V} and 5×5
diagonal samples {D} are processed, which means a total of
65 samples,. Figure 12.b) shows the timetable scheduling
used by PU to process the input samples arriving at different
times specified in Fig. 10. In cycle 0, the five horizontal
input samples {H0,−1, H0,0, H0,1, H0,2, H0,3} are processed,
while {H0,−1, H0,0, H0,1, H0,2} in PE1 and {H0,0, H0,1, H0,2,
H0,3} are processed in PE2. The notation Hi;j � Ci;j

�� ��
means

P4
j¼0

Hi;j � Ci;j

�� �� and this arithmetic operation imple-

mented by the circuit in Fig. 11 takes two clock cycles to be
done. In cycle 4, the last row {H3,−1, H3,0, H3,1, H3,2, H3,3}
allows the Lagrangian cost to be computed after a latency
of two clock cycles. PE3 starts off when the four vertical
samples {V−1,0, V−1,1, V−1,2, V−1,3} are input and PE4
begins one clock cycle later with the following row {V0,0,
V0,1, V0,2, V0,3}. The Lagrangian cost of PE3 and PE4
are generated at cycle 9 and 10 respectively. Likewise, in
cycle 6 PE5 and PE6 begin to process the five diagonal
samples {D−1,−1, D−1,0, D−1,1, D−1,2, D−1,3, D−1,4} and one
clock cycle later PE7 and PE8 with the following row. The
Lagrangian costs are generated in cycle 11 for PE5 and PE6,

and in cycle 12 for PE7 and PE8. All Lagrangian costs
generated in PU lead to the best half-MV unit.

The processing time of the PU of a 4×4 subblock takes
10 clock cycles and is limited by the 10 integer input data
of 10 pixels each used in the half-pixel interpolation unit.
As a result, there are 6 idle clock cycles in the PE. In
general, there are 6 idle clock cycles during the processing
of each vertical column belonging to a subblock. As a
result, the number of idle clock cycles for each subblock
are: 6 for 4×4 and 8×4, 12 for 4×8, 8×8 and 16×8, and 24
for 8×16 and 16×16.

4.3 Best Half-MV Unit

The Best half-MV unit finds the best half-MV by searching
for the minimum Lagrangian cost generated in PU.
Figure 13 shows the schematic of this circuit made up of
two comparators and a register which stores the minimum
Lagrangian cost and its corresponding best half MV. This
register is initialized by the data from the IME with the
Lagrangian cost and MV for the best integer position. The
Best half-MV unit processes in parallel two Lagrangian
costs generated in the PU; to maintain the regularity, the
cost of PE3 is delayed 1 clock cycle to coincide in time
with the cost of PE4. The register stores new data whether a
minimum Lagrangian cost is found or not. This process
finishes when all Lagrangian costs are compared. As a
result, the data stored in the register, Lagrangian cost and
half-MV, are passed to the quarter-pixel processor.

4.4 RAM1 Memory

A good compromise between the memory usage and
computational complexity is to interpolate the half-pixel
values and to store all of them in a memory to be computed
in the quarter processor when they are needed. In RAM1
the pixel values {I}, {H}, {V} and {D} generated in the
half-pixel interpolation unit are stored in a bank of four
double port RAMs. For the sake of clarity, Fig. 14 shows
the distribution in RAM1 of pixels for a 4×4 subblock. The
white core contains the pixels used in the half-pixel
processor and the pixels in the grey frame are only used
by the bilinear filters in the quarter interpolation. To
simplify the quarter interpolation, the pixels are stored
row by row using words of 6 pixels for {I} and {V} and
words of 5 pixels for {H} and {D}. Thus, RAM1 must be
able to store the interpolated pixels for a 16×16 block. In
this case, the block is split up in 4 rows of 16+1+1 elements
each for {I} and {H}, which implies 18×4×6 bytes for {I}
and 18×4×5 bytes for {H}. The number of elements for
{V} and {D} in each row is lower resulting in 17×4×6
bytes for {V} and 17×4×5 bytes for {D}. The total size of
RAM1 is 1540 bytes.
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5 Quarter-Pixel Processor

The quarter-pixel processor performs quarter -pixel inter-
polation and a quarter-pixel search for each subblock size.
Once the best half-pixel search is completed, the quarter
pixel values are computed around it by bilinear filters
according to the scheme shown in Fig. 15. Here, quarter
pixels are indicated in circles and half and integer pixels in
squares. The half-pixel processor selects 1 out of 9 possible

options: D−1,−1, V−1,0, D−1,0, H0,−1, I0,0, H0,0, D0,−1, V0,0

and D0,0. Thus, only 8 quarter pixels around the best half-
pixel selection must be interpolated into quarter-pixel
resolution.
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Figure 13 Schematic of best half-MV unit.
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Figure 14 Distribution of pixels in RAM1 for a 4×4 subblock.

Figure 12 Data flow schedule
of PU for a 4×4 subblock:
a) Half-pixel interpolation,
b) timing diagram.
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In the grey box in Fig. 15, twelve different types of
quarter pixels are highlighted, classified as horizontal {ha,
hb, hc, hd}, vertical {va, vb, vc, vd} and diagonal {da, db,
dc, dd}, according to the direction used in their generation
from half and integer pixels. The four quarter pixels in the
horizontal direction are defined as

ha0;0 ¼ I0;0 þ H0;0 þ 1
� �

>> 1 ð11Þ

hb0;0 ¼ H0;0 þ I0;1 þ 1
� �

>> 1 ð12Þ

hc0;0 ¼ V0;0 þ D0;0 þ 1
� �

>> 1 ð13Þ

hd0;0 ¼ D0;0 þ V0;1 þ 1
� �

>> 1 ð14Þ
The four quarter-pixel values in the vertical direction are

defined as

va0;0 ¼ I0;0 þ V0;0 þ 1
� �

>> 1 ð15Þ

vb0;0 ¼ H0;0 þ D0;0 þ 1
� �

>> 1 ð16Þ

vc0;0 ¼ V0;0 þ I1;0 þ 1
� �

>> 1 ð17Þ

vd0;0 ¼ D0;0 þ H1;0 þ 1
� �

>> 1 ð18Þ

Finally, the four quarter-pixel values in the diagonal
direction are defined as

da0;0 ¼ H0;0 þ V0;0 þ 1
� �

>> 1 ð19Þ

db0;0 ¼ H0;0 þ V0;1 þ 1
� �

>> 1 ð20Þ

dc0;0 ¼ V0;0 þ H1;0 þ 1
� �

>> 1 ð21Þ

dd0;0 ¼ V0;1 þ H1;0 þ 1
� �

>> 1 ð22Þ
Figure 16 illustrates the scheme of the quarter-pixel

interpolation unit. During each clock cycle, 22 input pixels
{I}, {H}, {V} and {D} are read in parallel from RAM1 row
by row in vertical order, which are selected according to
best half-pixel MVs. If the best half-pixel is {V} or {D},
then two adjacent rows of {I} and {H} samples are
necessary to perform the quarter-pixel interpolation. Other-
wise, if the best half-pixel is {I} or {H} then two adjacent
rows of {V} and {D} samples are used. Two multiplexers
perform this kind of selection, storing the two adjacent
rows in registers REG1 and REG2 and the best half-pixel in
REG3. The 33 pixels of these registers run into the bilinear
filter array arranged in 8 blocks of 4 basic elements
belonging to the same type of quarter pixel. Each basic
bilinear filter is implemented by means of the optimized
scheme of Fig. 17 where a 7-bit adder is used instead of the
8-bit adder used in a classic implementation. The rounding
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Figure 15 Interpolation of quarter-pixel samples (shown in circles)
by bi-linear filters centred around integer sample I0,0.
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operation defined in Eqs. 11 to 22 is performed by an OR
logic gate of less significant bits labelled as A[0] and B[0],
which act as carry-in. The result S is the 8-bit interpolated
quarter pixel.

The 8 outputs of 4 pixels each generated by the quarter-
pixel interpolation unit are stored in RAM2 and processed
in the PU to compute the Lagrangian cost and the best
quarter MVs. RAM2 has been split into a bank of three
double port SRAMs due to limitations in the input
bandwidth of the technology. Each RAM has a capacity
to store 64×12 pixels, the full capacity of RAM2 being
2304 bytes.

The PU and best quarter MV units are similar to those
described in the half-pixel processor. Here, each PE is
responsible for one search position around the integer/half
sample: PE1 for (x,y-1/4), PE2 for (x,y+1/4), PE3 for (x-1/
4,y), PE4 for (x+1/4,y), PE5 for (x-1/4,y-1/4), PE6 for (x-1/
4,y+1/4), PE7 for (x+1/4,y-1/4) and PE8 for (x+1/4,y+1/4),
where x,y2 0;�1=2f g. Unlike the former processor, eight
Lagrangian costs are computed in parallel so all quarter
interpolated samples are generated at same time. Thus, the
best quarter-MV unit shown in Fig. 18 performs a parallel
comparison of these costs using binary tree architecture of
comparators in order to obtain the minimum value. This
value is finally compared with the minimum Lagrangian
cost derived in the half pixel processor. Here, a pipeline
stage has been inserted to reduce the critical path. As a
result, only the best quarter-MV is stored in the output
register which will be used by the mode decision processor.

6 Mode Decision Processor

In the inter prediction for the H.264, the MBs are processed
in a specific order to ensure that in ME all MVpreds
neighbouring each MB are available. Moreover, the tree-
structured motion compensation method enables a 16×
16 MB to be split up into subblock partitions of varying
size according to a two-level hierarchy. The first level
includes modes of 16×16, 16×8, 8×16, while in the second
level every four 8×8 subblocks includes modes of 8×8, 8×
4, 4×8, and 4×4 (see Fig. 1). The mode decision processor
uses the best quarter-MVs obtained in quarter-pixel
processor as input. It selects the best mode by comparing
the total minimum Langrangian cost of all the subblocks
belonging to a mode (JMode). The final best mode decision
is worked out once all 41 modes have been processed. As a
result, the mode decision processor obtains the best MVs
and mode, and generates the residual image to be coded. In
this process, the memory RAM3 temporally stores the best
subblock candidates and it is split into two halves: The first
one contains the best candidate in the first level hierarchy
and the second one contains the best candidate in the
second level.

The mode decision processor starts off when the quarter-
pixel processor has just finished with the first 16×16 MB
and the best quarter-MV is obtained. The mode decision
method consists of the following steps according to level of
hierarchy.

& First level. Modes 16×16, 16×8 and 8×16. Only the
first half of RAM3 is used.

Step 1: Initial best mode is 16×16. The interpolated
16×16 MB defined by best quarter-MV (lowest value
of J16×16) is stored in RAM3.
Step 2: If J8×16(subblock 0)+J8×16(subblock 1)<J16×16,
then the best mode is 8×16 and both 8×16 subblocks
are stored in RAM3.
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Step 3: If J16×8(0)+J16×8(1)<J(best mode step 2), then the
best mode is 16×8 and both 16×8 subblocks are stored
in RAM3.

& Second level. Modes 8×8, 8×4, 4×8, and 4×4.
Repeated for each four 8×8 subblocks. Only the second
half of RAM3 is used, which is split into four parts each
one managed by an 8×8 subblock.

Step 4: The initial best mode is 8×8. The interpolated
8×8 subblock defined by the best quarter-MV (lowest
value of J8×8) is stored in RAM3.
Step 5: If J4×8(0)+J4×8(1)<J8×8, then the best mode is
4×8 and both 4×8 subblocks are stored in RAM3.
Step 6: If J8×4(0)+J8×4(1)<J(best mode step 5), then the
best mode is 8×4 and both 8×4 subblocks are stored in
RAM3.
Step 7: If J4×4(0)+J4×4(1)+J4×4(3)+J4×4(4)<J(best mode

step 6), then the best mode is 4×4 and all 4×4 subblocks
are stored in RAM3.

& Final decision. The best mode for candidates in first
and second level are compared searching for the
minimum JMode, then the best mode and MVs are

found. The residual image is computed by substracting
the best interpolated image and the current image.

7 Implementation Results

The proposed FME architecture has been designed aiming for
regular flow and efficient hardware utilization. This circuit
has been implemented in Verilog VHDL at RTL level and it
has been synthesized using a TSMC 180 nm CMOS library.
The final layout is shown is Fig. 19 and its area is 1.2×
1.1 mm2. It uses 11.4 k gates and a total of 4356 Bytes in
different RAMs. In typical working conditions (1.8 V, 25°C),
the maximum frequency of 290 MHz can be achieved
including wire delays. It takes a total of 870 clock cycles
(832 for input data and 38 of latency) to process a MB and an
additional 66 clock cycles to generate the residual image. It
can provide enough processing capacity for 1920×
1088@30fps real-time video streams.

Table 2 shows the hardware comparison of the FME
designs implemented in a similar technology. Our design
generates the residual image and the best MVs with a high
throughput and low area cost architecture. Part of this
hardware reduction is achieved using SAD as a distortion
measure instead of the sum of absolute transformed differ-
ences (SATD) implemented in [16–18, 20]. The designs
[16, 20] and ours use the same input bandwidth of 10
pixels. However, our design roughly multiplies by three the
operating frequency and the reduction of latency is enough
to process 1080p@30fps videos. In [17], the input
bandwidth is increased to 22 pixels to remove all the
redundant columns by adopting a 16-pixel interpolation
unit. It operates at the same frequency as ours with a slight
reduction in latency and a bigger area cost (2.7 mm2 in
comparison with 1.32 mm2). Moreover, it does not explain
whether the best interpolated MB is stored or not. A very
different scheme is used in the design presented in [18]
which is focused on low hardware cost but with a great
latency. Finally, the three-engine architecture [19] operates
at 150 MHz and it takes 616 clock cycles to process a MB.

RAM1

RAM2

RAM3RAM3

Figure 19 Lay-out of proposed FME with Faraday 180 nm CMOS
technology.

Ref. [16] [17] [18] [20] [19] Ours

Tech. (µm) UMC 0.18 TSMC 0.18 TSMC 0.18 UMC 0.18 TSMC 0.13 UMC 0.18

Freq. (MHz) 100 285 274 100 150 290

Gate Count 79 k 188 k 24 k 48 k 188 k 11.4 k

RAM No No 1904 bits No 9724 Bytes 4356 Bytes

Area (mm2) NA 1.8×1.5 0.58×0.66 NA NA 1.2×1.1

Resolution 720×576 1920×1088 NA 720×576 1920×1088 1920×1088

Input pixels 10 22 1 10 NA 10

Latency 1648 790 39551 2000 616 870

Table 2 Comparison of the
FME with other designs.
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Each engine processes different kinds of subblocks in a
pipelined way to increase throughput. However, it requires
more gates and RAM than ours and its area is much bigger
even using a better technology.

8 Conclusions

In this paper, we propose a high performance VLSI
architecture for FME in H.264/AVC with enough process-
ing capacity for 1080HD real-time video streams. This archi-
tecture is made up of three different pipelined processors
to provide a trade-off between processing time and hard-
ware utilization. These processors implement a completely
standard-compatible full-search algorithm and are capable
of processing a macroblock (MB) in 870 clock cycles using
4-pixel interpolation units with a 10-pixel input bandwidth of
reference pixels. Our design is implemented with only 11.4 k
gates and 4.4kBytes of RAM in a standard 180 nm CMOS
technology at an operating frequency of 290 MHz. Com-
pared with previous works, it presents a high throughput and
low area cost architecture, which can generate the residual
image and the best MVs ready to be encoded.
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