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Abstract

Letq > 1 be an integer and leta andb be elements of the residue ringZq of integers moduloq. We
show how, when given a polynomialf ∈ Zq[X] and approximations tov0, v1 ∈ Zq such thatv1 ≡
f (v0) modq one can recoverv0 andv1 efficiently. This result has direct applications to predict
the polynomial congruential generator: a sequence(vn) of pseudorandom numbers defined by
relationvn+1 ≡ f (vn) modq for some polynomialf ∈ Zq [X]. The applications lead to analogu
of results known for the linear congruential generatorxn+1 ≡ axn + b modq, although the result
are much more restrictive due to nonlinearity of the problem.
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1. Introduction

For an integerq > 1 we denote byZq the residue ring of integers moduloq . We always
represent the residue classes fromZq by elements of the set{0,1, . . . , q −1}. As usual, we
denote byZ∗

q the set of invertible elements ofZq .
Accordingly, for a primep, we denote byFp

∼= Zp the field ofp elements and as befor
we assume that it is represented by the set{0,1, . . . , p−1}. In particular, sometimes, whe
obvious, we treat elements ofZq andFp as integers in the above range.

Here we consider thenoisy polynomial evaluation problemin Zq : given a polynomia
f (X) ∈ Zq [X] and approximations tov0, v1 ∈ Zq , wherev1 ≡ f (v0) modq , recoverv0
andv1. By an approximation to an integervi , we mean an integerwi such that|wi − vi | is
small.

The question has applications to, and has been motivated by, the predictability pr
for nonlinear pseudorandom number generators. To be more precise, given a poly
f (X) ∈ Zq [X], we define thepolynomial congruential generatorto be a sequence(vn) of
elements ofZq satisfying the recurrence relation

vn+1 ≡ f (vn) modq, n = 0,1, . . . , (1)

wherev0 is the initial value. If degf = m then we say that the polynomial congruen
generator isof degreem.

This generator exhibits very attractive uniformity of distribution and nonlinearity p
erties, see [26,27] for surveys or recent results. Here we study some of its cryptog
properties, namely the question of so-calledpredictabilityof such generators.

In the cryptographic setting, the initial valuev0 (and sometimes the polynomialf and
the modulusq) is assumed to be secret, and we want to use the output of the genera
stream cipher. In this setting, we output only the most significant bits of eachvn in the hope
that this makes the resulting output sequence difficult to predict. (Note that if we re
thek least significant bits of eachvn, an evesdropper may easily find integerswn such that
|wn − vn| � 2k−1 by examining the output. This is the connection to the noisy polyno
evaluation problem.) The main result of this paper may be interpreted as saying that if

andq are public, and if too many bits of the elementsvn are output at each stage, th
the generator becomes insecure because the elementsvn may be efficiently recovered from
the output. Slightly more precisely, we show that the polynomial congruential genera
polynomial time (in logq and degf ) predictable if sufficiently many bits of its consec
tive elements are revealed (even if the degreeof the generator is allowed to slowly gro
together with the size of the modulusq). Our results exclude a small set of polynomialsf ,
and a small set of starting valuesv0: see Theorems 4 and 5 for the details. In the fi
section of the paper, we discuss the case when the polynomialf forms part of the secre
key, and show that the unique recovery of the elementsvn from the output is not possible

For thelinear congruential generator

xn+1 ≡ axn + b modq, n = 0,1, . . . , (2)

similar problems have been introduced by Knuth [18] and then considered in [5,6,
20]; see also surveys [7,21]. We remark that predicting nonlinear generators has be
sidered in some of these works as well, however only in the case when all terms are
U
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in full. Thus the case we consider here, when only some bits of the output are give
not previously been studied for nonlinear generators.

Several nonlinear generators have recently been studied in [3,4]. Here, as in [3,4], w
use some lattice algorithms. However, in contrast to [3,4], the dimension of our la
grows as degf grows, and thus slightly different tools need to be applied.

In some sense the problem we solve can be considered as a special case of th
lem of finding small solutions of multivariate polynomial congruences. For polyno
congruences in one variable, an algorithm for solving this problem has been given b
persmith [8], see also [9,13]. However, in the general case only heuristic results are k
Here we are able to obtain rigorous results, due to the special structure of the polyn
involved.

Throughout the paper, the constants in the ‘O ’-notation are absolute.

2. Preliminaries

2.1. Background on lattices

Here we review several related results and definitions concerning lattices, all of whic
can be found in [11]. For more details and more recent references, we recommend cons
ing [15,16,23–25].

Let {b1, . . . ,bs} be a set of linearly independent vectors inR
r . The set

L = {z: z = c1b1 + · · · + csbs , c1, . . . , cs ∈ Z}
is called ans-dimensional latticewith basis{b1, . . . ,bs}. If s = r, the latticeL is of full
rank.

One basic lattice problem is theshortest vector problem: given a basis of a latticeL in
R

s , find a nonzero lattice vectorf ∈ L which minimises the Euclidean norm‖f‖ among all
lattice vectors. Unfortunately, there are several indications that this problem isNP-com-
plete (when the dimension grows). In particular, it is shown in [1] that the shortest v
problem isNP-hard under randomized reductions, and so it is now widely believed
there is no polynomial time algorithm to solve SVP. For a slightly weaker task of find
short vector, the celebratedLLL algorithmof Lenstra, Lenstra and Lovász [22] provide
desirable solution. We however use a slightly stronger result which follows from [28]
which we state as Lemma 1.

We always assume that the basis ofL consists of vectors with rational componen
Thus a polynomial time algorithm forL means an algorithm whose running time is po
nomial in the total number of bits required for binary representation of numerator
denominators of all components of the basis.

Lemma 1. There exists a deterministic polynomial time algorithm which, when givens-
dimensional full rank latticeL, finds a nonzero lattice vectorf ∈L satisfying the inequality

‖f‖ � λs min
{‖z‖: z ∈ L, z �= 0

}
,

U
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where

λs = exp

(
O

(
s(log logs)2

logs

))
.

Many other results on both exact and approximate finding of a shortest vector in a
are discussed in [11,15,16,23–25]; see also [2] for the most recent developments
however lead to probabilistic algorithms).

In fact, in this paper we consider only very special lattices. Namely, we consider on
lattices which consist of integer solutionsx = (x0, . . . , xs−1) ∈ Z

s of the system of congru
ences

s−1∑
i=0

aij xi ≡ 0 modqi, j = 1, . . . , �,

modulo some integersq1, . . . , q�. The lattices we consider are full rank lattices of
mensions. All the aforementioned algorithms become polynomial in log(q1 · · ·q�) when
applied to such lattices.

2.2. Polynomial congruences

Our second basic tool is an upper bound on the number of solutions of polyn
congruences.

For congruences modulo a prime we can use theLagrange theoremwhich asserts that
nonzero polynomial of degrees over any field has no more thans zeros in this field.

However for congruences modulo composite numbers we apply an upper
from [19].

For a polynomial

F(X) =
s∑

i=0

AiX
i ∈ Z[X] (3)

of degrees and an integerQ � 1 we denote byT (F,Q) the number of solutions of th
congruence

F(x) ≡ 0 modQ, x ∈ ZQ.

We now defineNs(Q) as the largest possible value ofT (F,Q) taken over all polyno
mials (3) with gcd(A0, . . . ,As,Q) = 1. (Note that there is no restriction onA0.)

The following bound is a relaxed form of the main result of [19].

Lemma 2. The bound

Ns(Q) = O
(
sQ1−1/s

)
holds.

Writing F(X) = DG(X) with D = gcd(A0, . . . ,As,Q) and G(X) ∈ Z[X], we also
have thatT (F,Q) � DNs(Q/D) for any polynomial (3), so

T (F,Q) = O
(
sQ1−1/sD1/s

)
. (4)
U
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We apply the Lagrange theorem and Lemma2 to some families of polynomials par
metrised by small vectors in a certain lattice, thus the size of the family can be kept
control. Zeros of these polynomials correspond to potentially “bad” initial values of th
polynomial congruential generator (1). Thus, if all polynomials in this family are not i
tical to zero moduloq (or to be more precise, have a not too large value ofD in (4))
then we have an upper bound on the number of such “bad” initial values. Hence, th
crucial part of our approach is to study possible vanishing of polynomials in the a
family and to show that this may happen only for very few values of the coefficients o
generator (1).

2.3. Residues of small-height fractions

Some exceptional sets of parameters in our results can be described as sets of resid
of fractions with bounded numerator and denominator. Namely, letF(q,R,S) be the set
of a ∈ Z

∗
q that satisfy a congruence of the formar ≡ s modq for some integersr ands,

not both zero moduloq , where|r| � R and|s| � S.
As usual, we useσ(q) to denote the sum of divisors ofq .

Lemma 3. For any1 � R,S < q , the bound

#F(q,R,S) � 4RS
σ(q)

q

holds.

Proof. For everya ∈ Z
∗
q , the congruencear ≡ s modq implies

gcd(r, q) | gcd(s, q).

We count the elements ofF(q,R,S) by first choosing a divisord < q of q , then choosing
r ands such that|r| � R, |s| � S, gcd(r, q) = d andd | s, and finally choosinga such
thatar ≡ s modq . Note that onced is chosen, there are at most 2R/d choices forr and at
most 2S/d choices fors (because 1� R,S < q we see thatrs �= 0). Moreover, oncer and
s such that gcd(r, q) = d are fixed, there are at mostd choices fora. Hence

#F(q,R,S) �
∑
d |q

2R

d
· 2S

d
· d � 4RS

∑
d |q

1

d
= 4RS

σ(q)

q

which finishes the proof. �
Recall that

σ(q) = O(q log logq),

see [12, Theorem 323]. In particular,

#F(q,R,S) = O(RS log logq).
U
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3. Main results

3.1. Predicting the polynomial generator modulo an arbitrary integer

Let ∆ be a positive integer. We say an integerw is a∆-approximationto an integerv if
|w − v| � ∆.

Recall that we useσ(q) to denote the sum of the divisors of an integerq , and we define
λs to be the “stretch” factorλs given in Lemma 1.

We are now ready to state the main theorem of the paper.

Theorem 4. There exists an algorithm with the following properties. Letq and∆ be inte-
gers such thatq > ∆ � 1 andgcd(q,∆) = 1. Let

f (X) =
m∑

i=0

aiX
i ∈ Zq [X]

be a polynomial of degreem � 2 overZq whose leading coefficientam lies inZ
∗
q\Am(q,∆),

for some setAm(q,∆) of cardinality at most

16(m + 2)λ2
m+2∆

m+1σ(q)

q
.

The algorithm, when givenf and ∆-approximationsw0, w1 to v0, v1 where v1 ≡
f (v0) modq , recoversv0, v1 in time polynomial inm and logq provided thatv0 does
not lie in a certain setV(f ) ⊆ Zq of cardinality#V(f ) = O((2∆)ϑmq1−1/(m−1)), where

ϑm = m3 + 3m − 2

2(m − 1)
.

Proof. We may assume that

q > 2m+1
√

m + 2λm+2∆
m−1 and q > ∆m (5)

for if either of these inequalities fail to hold the result is trivially true (by examining boun
on the cardinality of the setAm(q,∆)).

We define the setAm(q,∆) = F(q,R,S), with R = 2
√

m + 2λm+2∆
m and S =

2
√

m + 2λm+2∆, whereF(q,R,S) is defined in Section 2.3. By (5) we see thatR <

S < q . Now the bound on #Am(q,∆) is immediate by Lemma 3.
An outline of the algorithm is as follows. The algorithm first constructs a latticeL from

the information it is given. This lattice has a short nonzero vectore which may be used
to derivev0 andv1 from w0 andw1. The latticeL has the additional property that a
reasonably short vector inL is parallel toe. It is also important to observe that the bit-s
of all coordinates of the basis vectors ofL is O(logq). The algorithm finds a reasonab
short nonzero vectorf ∈ L by using the techniques of Lemma 1. It is then easy to fine
and hencev0 andv1.

Let εj = vj − wj , j = 0,1. Then we have

w1 + ε1 ≡
m∑

ai(w0 + ε0)
i modq.
U
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If we expand the right hand side of this equation in terms of powers ofε0 using Taylor’s
formula, and then introduce various powers of∆ that cancel each other, we obtain

A∆m + B∆m−1ε1 +
m∑

i=1

Ci∆
m−i εi

0 ≡ 0 modq,

where

A ≡ (
f (w0) − w1

)
∆−m modq,

B ≡ −∆−m+1 modq,

Ci ≡ f (i)(w0)

i! ∆−m+i modq, i = 1, . . . ,m,

andf (i) denotes theith derivative off .
Let L be the lattice consisting of integer solutionsx = (x0, . . . , xm+1) ∈ Z

m+2 of the
system of congruences:

Ax0 + Bx1 +
m∑

i=1

Cixi+1 ≡ 0 modq,

x0 ≡ 0 mod∆m,

x1 ≡ 0 mod∆m−1,

xi+2 ≡ 0 mod∆m−i−1, i = 0, . . . ,m − 1.

(6)

Note thatL can be computed from the information given to the algorithm and in fact
easy to see that it is a simple linear algebra problem to compute a basis ofL whose basis
vectors consist of elements of bit-sizeO(logq).

Clearly,L contains the nonzero vector

e = (
∆m,∆m−1ε1,∆

m−1ε0, . . . ,∆
m−i εi

0, . . . , ε
m
0

)
= (

∆me0,∆
m−1e1,∆

m−1e2, . . . ,∆
m−i+1ei, . . . , em+1

)
.

We have

e0 = 1, |e1| � ∆, |ei | � ∆i−1, i = 2, . . . ,m + 1.

Since∆ � 2 andm � 2, we see that the Euclidean norm‖e‖ of e satisfies the inequalit

‖e‖ �
√

(m + 2)∆2m = √
m + 2∆m.

The algorithm of Lemma 1 applied to the latticeL returns a nonzero vector

f = (
∆mf0,∆

m−1f1,∆
m−1f2, . . . ,∆

m−i+1fi, . . . , fm+1
) ∈ L

such that‖f‖ � λm+2‖e‖ �
√

m + 2λm+2∆
m. In particular, we have the inequalities

|f0| �
√

m + 2λm+2, |f1| �
√

m + 2λm+2∆,

|fi | �
√

m + 2λm+2∆
i−1, i = 2, . . . ,m + 1.

We aim to show thatf is parallel toe, provided thatv0 does not lie in a setV(f ) which we
define below.
U
N
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The vectorf0e − e0f ∈ L has first component zero, and so using the first congru
in (6) we obtain

B∆m−1d1 +
m∑

i=1

Ci∆
m−idi+1 ≡ 0 modq,

wheredi = f0ei − e0fi = f0ei − fi , i = 1, . . . ,m + 1. Hence

|d1| � 2
√

m + 2λm+2∆,

|di| � 2
√

m + 2λm+2∆
i−1, i = 2, . . . ,m + 1.

(7)

Using the definitions ofB andC1, . . . ,Cm (and the fact thatCm is equal to the leading
coefficientam of f (X)) we have

m−1∑
i=1

f (i)(w0)

i! di+1 ≡ d1 − amdm+1 modq. (8)

We remark that ifd2 ≡ · · · ≡ dm ≡ 0 modq , then (8) implies thatd1 ≡ amdm+1 modq .
Recalling thatam ∈ Z

∗
q\Am(q,∆) we then derive thatd1 ≡ dm+1 ≡ 0 modq . Taking into

account the bound (7) we conclude that in this casedi = 0, i = 1, . . . ,m + 1. Hencef0e −
e0f = 0, and sof ande are parallel. Hence we may assume that one ofd2, d3, . . . , dm is
nonzero moduloq .

Substitutingw0 = v0 − ε0 in the congruence (8), we obtain the congruence

F(v0) ≡ α0 modq, (9)

where

F(X) =
m−1∑
i=1

αiX
i

andαi , i = 0, . . . ,m − 1, are polynomials inε0, d1, . . . , dm+1. We place any solutionv0

to (9) for any possible values ofd1, . . . , dm+1 andε0 into the setV(f ). Thuse andf are
parallel, so long asv0 /∈ V(f ). We need to show that the cardinality ofV(f ) is as claimed
in the statement of the theorem.

We defineν by the conditionsd2 = · · · = dν = 0,dν+1 �= 0. We are assuming that not a
of d2, . . . , dm are zero, and soν � m − 1. ThenF is of degree degF = degf (ν) = m − ν

and the leading coefficient ofF is

αm−ν =
(

m

ν

)
amdν+1.

Note that this coefficient is nonzero moduloq sinceam ∈ Z
∗
q and that by (7)

∣∣∣∣
(

m

ν

)
dν+1

∣∣∣∣ � 2mdν+1 � 2m+1
√

m + 2λm+2∆
ν < q

by our assumption (5). Moreover we see that
U
N



ARTICLE IN PRESS
S0196-6774(04)00115-4/FLA AID:1388 Vol.•••(•••) [DTD5] P.9 (1-13)
YJAGM:m1 v 1.20 Prn:6/08/2004; 8:28 yjagm1388 by:JOlanta p. 9

S.R. Blackburn et al. / Journal of Algorithms••• (••••) •••–••• 9

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

he

r

C
O

R
R

E
C

T
E

D
 P

R
O

O
F

gcd(α1, . . . , αm−1, q) � gcd(αm−ν , q) = gcd

((
m

ν

)
dν+1, q

)

�
∣∣∣∣
(

m

ν

)
dν+1

∣∣∣∣ � 2m+1
√

m + 2λm+2∆
ν.

Thus by (4) we see that each congruence (9) can be satisfied by at most

O
(
(m − ν)q1−1/(m−ν)

(
2m+1

√
m + 2λm+2∆

ν
)1/(m−ν))

valuesv0. Note that, for 1� ν � m − 1,

(m − ν)q1−1/(m−ν)
(
2m+1

√
m + 2λm+2∆

ν
)1/(m−ν)

= O
(
m2mλm+2q

1−1/(m−ν)∆ν/(m−ν)
)

= O
(
m2mλm+2q∆−1(∆m/q

)1/(m−ν))
= O

(
m2mλm+2q∆−1(∆m/q

)1/(m−1))
,

where the last equality follows from (5).
Thus we have placed at mostO(m2mλm+2q

1−1/(m−1)∆1/(m−1)) values ofv0 in V(f )

for each choice ofε0, d1, . . . , dm+1. By (7) the total number of possible choices for t
integersdi , i = 1, . . . ,m + 1, is at most

(
4
√

m + 2λm+2∆ + 1
)m+1∏

i=2

(
4
√

m + 2λm+2∆
i−1 + 1

)

<
(
5
√

m + 2λm+2
)m+1

∆m(m+1)/2+1

and the total number of possible choices forε0 is at most 2∆ + 1. Thus the total numbe
of values ofv0 that we have placed inV(f ) is

O
(
m

(
10

√
m + 2λm+2

)m+2
q1−1/(m−1)∆m(m+1)/2+2+1/(m−1)

)
= O

(
(2∆)ϑmq1−1/(m−1)

)
,

where

ϑm = m(m + 1)

2
+ 2+ 1

m − 1
= m3 + 3m − 2

2(m − 1)
.

We have shown thate and f are always parallel, for otherwisev0 would lie in the set
V(f ) of values which we have excluded. Sincee0 = 1, we find thate = f/f0 and thus the
algorithm may now recovere from f. Obviously, given the third component∆m−1ε0 of e
the algorithm can findv0. This completes the proof.�
3.2. Predicting the polynomial generator modulo a prime

Let p be a prime. Let∆ andm be integers such thatp � ∆ � 1 andm � 2. We also use
the notion of a∆-approximation given in Section 3.1.
U
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Theorem 5. There exists an algorithm with the following property. Letp be a prime num-
ber, and let∆ be an integer such thatp > ∆ � 1. Let

f (X) =
m∑

i=0

aiX
i ∈ Fp[X]

be a polynomial of degreem � 2 overFp whose leading coefficientam lies inF
∗
p\Am(p,∆)

for some setAm(p,∆) of cardinality

#Am(p,∆) < 17λ2
m+2(m + 2)∆m+1.

Then the algorithm, when givenf and ∆-approximationsw0,w1 to v0, v1 wherev1 ≡
f (v0) modp, recoversv0, v1 in time polynomial inm and logp provided thatv0 does not
lie in a certain setV(f ) ⊆ Fp of cardinality#V(f ) = O((2∆)m(m+1)/2+2).

Proof. The proof of this theorem is almost identical to that of Theorem 4.
In particular, we defineAm(p,∆) = F(p,R,S) whereR = 2

√
m + 2λm+2∆

m, S =
2
√

m + 2λm+2∆ andF(p,R,S) is defined as in Section 2.3. Again, we can assume
2
√

m + 2λm+2∆
m < p, and also thatp � 17, so thatσ(p)/p = (p + 1)/p < 17/16. Now

the bound on #Am(p,∆) follows from Lemma 3.
The only other place where the proof differs from that of Theorem 4 is when we c

late the cardinality of the setV(f ); so we need to count the number of possible soluti
to congruences of the form

F(v0) ≡ α0 modp, (10)

where

F(X) =
m−1∑
i=1

αiX
i

andαi , i = 0, . . . ,m−1, are polynomials inε0, d1, . . . , dm+1. Just as in the proof of Theo
rem 4, all these congruences are nontrivial, and so (since we are working modulo a
each instance of (10) has at mostm − 1 solutions. Moreover, as in the proof of The
rem 4 we see by (7) that there are at most(5

√
m + 2λm+2)

m+1∆m(m+1)/2+1 possibilities
for d1, . . . , dm+1 and at most 2∆ + 1 possibilities forε0 and hence at most

(m − 1)(2∆ + 1)
(
5
√

m + 2λm+2
)m+1

∆m(m+1)/2+1 = O
(
(2∆)m(m+1)/2+2)

solutions to a congruence of the form (10). The proof of Theorem 4, with this cou
argument changed, now suffices to prove Theorem 5.�

4. Remarks and open questions

It would be very natural to study the case when the polynomialf is not known and
forms a part of the secret key. However, we observe that in this case the unique re
U
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of v0 (andf ) is not possible. Indeed, it is easy to see that given any numberk of ‘appro-
ximations’ wj , which are actually the exact valueswj = vj , j = 0, . . . , k − 1, and an
integerh, each of the sequences,

v
(h)
0 = v0 − h and v

(h)
j ≡ fh

(
v

(h)
j−1

)
modq, j = 1, . . . , k − 1,

wherefh(X) = f (X + h) − h satisfiesv(h)
j = vj − h. Therefore, for any integerh with

|h| � ∆ we have|wj − v
(h)
j | � ∆. Thus each of the sequencesv

(h)
j−1 (and each polyno

mial fh) may give rise to the same sequence of approximationswj . We remark that this
argument works for any familyF of functions which is closed under the transform
tion f (X) → f (X + h) − h. The fact that the family of functionsfa,b(X) = aX−1 + b

does not satisfy this property explains why theinversive congruential generator, un+1 ≡
au−1

n + b modq , can be completely recovered even in the case of unknown coeffic
see [3,4] for the case whereq = p is prime. On the other hand, in cryptographic appli
tions we do not need to completely recoverv0 andf : we merely need to be able to contin
to generate the sequence of “approximations”wj (formed, say, by taking the� > 0 most
significant bits ofvj , that iswj = 2�
2−�vj �). In the case of the linear congruential gen
ator (2), that is, for the family of functionsf (X) = aX + b, this issue has been discuss
in Section 3 of [10]. In particular it has been noted in [10] that the difference sequ
yn = xn+1 − xn satisfies the homogeneous relations

yn+1 ≡ ayn (modq), n = 0,1, . . . ,

and can be recovered, which can then be used for finding approximations to the s
cexn. However, for nonlinear functionsf this method no longer applies, and finding
analogous method (even a heuristic one) remains an open problem.

In Theorem 4 we have the technical condition that gcd(∆,q) = 1. This condition is
needed to be able to define the coefficientsA,B,C1, . . . ,Cm. However, the condition is
rather an artificial one: the value∆ in the algorithm of Theorem 4 may be replaced by a
slightly larger value∆0 without significantly altering the algorithm’s performance, and
we may ensure that gcd(∆0, q) = 1. For example,∆0 can be chosen to be the smalle
prime number which is greater than∆ and does not divideq . Becauseq has at mos
O(logq/ log logq) prime divisors this would lead to only slightly weaker estimates. M
precisely, the largest distanceJ (q) between two integers relatively prime toq is called
the Jacobsthal functionand has been extensively studied in the literature, in partic
J (q) = O((logq)2), see [14].

We have not used the full power of the bound onλs in Lemma 1. However using th
original estimateλs � 2(s−1)/2 of [22] would force us to replace 2∆ in our bounds on
Am(p,∆) andV(f ) in Sections 3.1 and 3.2 with a slightly larger multiple of∆.

Uncited references
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