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Abstract
11

A classical theorem by Ritt states that all the complete decomposition chains of a univariate
polynomial satisfying a certain tameness condition have the same length. In this paper we present13
our conclusions about the generalization of these theorem in the case of finite coefficient fields
when the tameness condition is dropped.15
© 2005 Published by Elsevier Inc.
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1. Introduction

Our starting point is the decomposition of polynomials and rational functions in one19
variable. First, we define the basic concepts of this topic.

∗ Corresponding author.
E-mail address: jaime.gutierrez@unican.es (J. Gutierrez).

1 Partially supported by Research Project MTM2004-07086 and MTM2004-07086 of the Spanish Ministry
of Science and Technology.

1071-5797/$ - see front matter © 2005 Published by Elsevier Inc.
doi:10.1016/j.ffa.2005.08.004

http://www.elsevier.com/locate/ffa
mailto:jaime.gutierrez@unican.es


UNCORRECTED P
ROOF

2 J. Gutierrez, D. Sevilla / Finite Fields and Their Applications ( ) –

YFFTA534

ARTICLE IN PRESS

Definition 1. Let K be any field, x a transcendental over K and K(x) the field of1
rational functions in the variable x with coefficients in K. In the set T = K(x) \K we
define the binary operation of composition as3

g(x) ◦ h(x) = g(h(x)) = g(h).

We have that (T , ◦) is a semigroup, the element x being its neutral element.5
If f = g ◦ h, we call this a decomposition of f and say that g is a component on

the left of f and h is a component on the right of f. We call a decomposition trivial if7
any of the components is a unit with respect to decomposition.

Given two decompositions f = g1 ◦h1 = g2 ◦h2 of a rational function, we call them9
equivalent if there exists a unit u such that

h1 = u ◦ h2 (thus, g1 = g2 ◦ u−1),11

where the inverse is taken with respect to composition.
Given f ∈ T , we say that it is indecomposable if it is not a unit and all its13

decompositions are trivial.
We define a complete decomposition of f ∈ K(x) to be f = g1◦· · ·◦gr where every15

gi is indecomposable. The notion of equivalent complete decompositions is straightfor-
ward from the previous concepts.17

Definition 2. Given a non-constant rational function f (x) ∈ K(x) where f (x) =
fN(x)/fD(x) with fN, fD ∈ K[x] and (fN, fD) = 1, we define the degree of f as19

deg f = max{deg fN, deg fD}.

We also define deg a = 0 when a ∈ K.21
From now on, we will use the previous notation when we refer to the numerator and

denominator of a rational function. Unless explicitly stated, we will take the numerator23
to be monic, even though multiplication by constants will not be relevant.

Now, we can properly state the problem of decomposition of univariate rational25
functions, although this will not be our main object of study.

Problem 3. Given a univariate rational function, decide if it is decomposable, and in27
the affirmative case compute a non-trivial decomposition of the function.

It is clear that the solution of this problem provides the computability of a complete29
decomposition of a function if it exists.

Next, we introduce some basic results about univariate decomposition, see [1] for31
more details.
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Lemma 4. (i) For every f ∈ T , deg f = [K(x) : K(f )].1
(ii) deg(g ◦ h) = deg g · deg h.
(iii) f (x) is a unit with respect to composition if and only if deg f = 1, that is,3

f (x) = ax + b

cx + d
with a, b, c, d ∈ K and ad − bc �= 0.

(iv) Every non-constant element of K(x) is cancelable on the right with respect to5
composition. In other words, if f (x), h(x) ∈ T are such that f (x) = g(h(x)) then
g(x) is uniquely determined by f (x) and h(x).7

We can relate decomposition and Field Theory by means of the following classical
result:9

Theorem 5 (Lüroth’s Theorem). Let F be a field such that K ⊂ F ⊂ K(x). Then there
exists f ∈ K(x) such that F = K(f ). Also, if F contains a polynomial, f can be chosen11
to be a polynomial.

Proof. See for example [9] for a proof in the case K = C, [15] for one in the13
general case and [16] for an elementary one. Constructive proofs can be found in
[10,13,1]. �15

Now, we state one of the classical Ritt’s theorems (see [11]) about the relations
among the complete decompositions of a polynomial that satisfies a certain condition.17
First, we have to define that condition.

Definition 6. A polynomial f ∈ K[x] is tame when char K does not divide deg f .19

Ritt’s theorem essentially proves that all the decompositions have the same length
and are related in a rather direct way.21

Definition 7. A bidecomposition is a 4-tuple of polynomials f1, g1, f2, g2 such that
f1 ◦ g1 = f2 ◦ g2, (deg f1, deg g1) = 1 and deg f1 = deg g2.23

Theorem 8 (Ritt’s Theorem). Let f ∈ K[x] be tame and let f = g1 ◦ · · · ◦ gr =
h1 ◦ · · · ◦ hs be two complete decompositions of f. Then r = s, and the sequences25
(deg g1, . . . , deg gr), (deg h1, . . . , deg hs) are permutations of each other. Moreover,
there exists a finite chain of complete decompositions27

f = f
(j)
1 ◦ · · · ◦ f

(j)
r , j ∈ {1, . . . , k},

such that29

f
(1)
i = gi, f

(k)
i = hi, i = 1, . . . , r,
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and for each j < k, there exists ij such that the jth and (j + 1)th decomposition differ1
only in one of these aspects:

(i) f
(j)
ij
◦ f

(j)
ij+1 and f

(j+1)
ij

◦ f
(j+1)
ij+1 are equivalent.

3
(ii) f

(j)
ij
◦ f

(j)
ij+1 = f

(j+1)
ij

◦ f
(j+1)
ij+1 is a bidecomposition.

Proof. See [11] for K = C, [5] for characteristic zero fields and [6] for the general5
case. �

In this paper, we will study the generalization of this result to polynomials with7
coefficients in finite fields. To that end, we will also analyze the structure of intermediate
fields between K(f ) and K(x). It is already known that Ritt’s theorem is false when9
the tameness condition is dropped, see [4] for a counterexample.

Let f = g(h). Then f ∈ K(h), thus K(f ) ⊂ K(h). Also, K(f ) = K(h) if and only11
if f = u◦h for some unit u. This allows the following bijection among decompositions
of a function f and fields between K(f ) and K(x):13

Theorem 9. Let f ∈ K(x). In the set of decompositions of f we have the equivalence
relation given by the definition of equivalence of decompositions. If we denote as15
[(g, h)] the class of the decomposition f = g(h), the we have then the bijection:

{[
(g, h)

]
: f = g(h)

}
←→

{
F : K(f ) ⊂ F ⊂ K(x)

}
[
(g, h)

]
←→ F = K(h).17

Thanks to the Primitive Element Theorem (see for example [7]), we know that
for each non-constant f ∈ K(x) there exist finitely many fields between K(f ) and19
K(x). Due to the second part of Lüroth’s Theorem, every rational decomposition of
a polynomial is equivalent to a decomposition whose components are polynomials.21
Therefore, it suffices to care about polynomial decomposition in this case.

In Section 2, we introduce several elementary results about univariate function fields23
that arise from Galois theory. In Section 3, we present a function that is fixed by all
the automorphisms of a univariate function field over a finite field and several results25
related to it. In particular, we provide an essentially new counterexample of Ritt’s
theorem for finite coefficient fields.27

2. The fixing group and the fixed field

In this section, we introduce several simple notions from the classical Galois theory.29
Let �(K) = AutK K(x) (we will write simply � if there can be no confusion about
the field). The elements of �(K) can be identified with the images of x under the31
automorphisms, that is, with Möbius transformations (non-constant rational functions
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of the form (ax + b)/(cx + d) ∈ K(x)), which are also the units of K(x) under1
composition.

Definition 10.3

• Let f ∈ K(x). We define G(f ) = {u ∈ �(K) : f ◦ u = f }.
• Let H < �(K). We define Fix(H) = {f ∈ K(x) : f ◦ u = f ∀u ∈ H }.5

This definitions correspond to the classical Galois correspondences (not bijective
in general) between the intermediate fields of an extension and the subgroups of its7
automorphism group, as the following diagram shows:

K(x) ←→ {id}
| |

K(f ) −→ G(f )

| |
Fix(H) ←− H

| |
K ←→ �9

Remark 11. As K(f ) = K(f ′) if and only if f = u ◦ f ′ for some unit u, we have
that the application K(f ) 
→ G(f ) is well-defined.11

We are interested in the computability of these elements, the following results solves
one of the two parts of this question.13

Theorem 12. Let H = {h1, . . . , hm} ⊂ K(x) be a finite subgroup of �. Let P(T ) =∏m
1 (T − hi) ∈ K(x)[T ]. Then any non-constant coefficient of P(T ) generates Fix(H).15

Sketch of proof. It can be shown that P(T ) is the minimal polynomial of x over
Fix(H) ⊂ K(x). Then, a known proof of Lüroth’s theorem (see [10]) gives the desired17
result. �

The previous theorem obviously provides an algorithm to compute the fixed field for a19
given finite subgroup of �: compute the symmetric elementary functions in h1, . . . , hm

until a non-constant one is found.21
About the computation of the fixing group, an elementary but inefficient algorithm

is given by the resolution of the equations given by23

f (x)− f

(
ax + b

cx + d

)
= 0

in terms of a, b, c, d. Another algorithm (see [14]) combines this idea with certain25
normalization of the rational function, which simplifies the equations substantially.
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Next, we state several interesting properties of the fixed field and the fixing group,1
see [14] for details.

Theorem 13. Let H < �.3
• H is infinite ⇒ Fix(H) = K.
• H is finite ⇒ K�Fix(H), Fix(H) ⊂ K(x) is a normal extension, and in particular5

Fix(H) = K(f ) with deg f = |H |.

Theorem 14. (i) Given a non-constant f ∈ K(x), |G(f )| divides deg f . Moreover, for7
any field K there is always a function f ∈ K(x) such that 1 < |G(f )| < deg f .

(ii) |G(f )| = deg f ⇒ K(f ) ⊆ K(x) is normal. Moreover, if the extension K(f ) ⊆9
K(x) is separable, then

K(f ) ⊆ K(x) is normal⇒ |G(f )| = deg f.11

(iii) Given a finite subgroup H of �, there is a bijection between the subgroups of H
and the fields between Fix(H) and K(x). Also, if Fix(H) = K(f ), there is a bijection13
between the right components of f (up to equivalence by units) and the subgroups
of H.15

Proof. For the first item, we take f = x2 (x − 1)2 gives G(f ) = {x, 1− x}. The other
ones are straightforward. �17

3. Finite fields

In this section, K = Fq where q = pm and p = char Fq , see [8] for several useful19
results. As before, we will denote � = �(Fq).

Definition 15. For any K, �0 = � ∩K[x] = {ax + b : a ∈ K∗, b ∈ K}.21

Theorem 16. K(x) is Galois over K (that is, the only functions fixed by �(K) are
the constants) if and only if K is infinite.23

Proof. The “if” part is the first part of Theorem 13. The “only if” part is a consequence
of Theorem 12, as �(K) is finite whenever K is finite. �25

The interest of � and �0 in the case of finite fields lies in the fact that both groups
provide non-trivial fixed fields.27

Theorem 17. The fixed field for �0 is generated by (xq − x)q−1.

Proof. According to Theorem 12 any non-constant coefficient of Q(T ) =∏
u∈�0

(T−u)29
generates the field. But the constant term of Q is precisely

∏
u∈�0

u =
(xq − x)q−1. �31
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From now on, we will denote Pq = (xq − x)q−1.1
As �0 ⊂ �, if f generates the fixed field for � then f = h(Pq) for some h ∈ K(x).

Moreover, h has degree [� : �0] = q + 1.3

Theorem 18. Let

hq = (xq+1 + x + 1)/xq.5

Then the rational function fq = hq(Pq) generates Fix(�).

Proof. It is easy to prove that �0 ∪ {1/x} generates �. As fq is a function of Pq and7
its degree is equal to the order of the group, it suffices to show that fq(1/x) = fq(x).
A simple computation shows that this is indeed the case: let y = xq−1. Then Pq(x) =9
y(y − 1)q−1 and Pq(1/x) = (y − 1)q−1/yq . Thus,

fq(1/x)− fq(x)

=
(y − 1)q

2−1

yq2+q
+ (y − 1)q−1

yq
+ 1

(y − 1)q
2−q

yq2

− yq+1(y − 1)q
2−1 + y(y − 1)q−1 + 1

yq(y − 1)q
2−q

= (y − 1)q
2−1 + yq2

(y − 1)q−1 + yq2+q − yq+1(y − 1)q
2−1 − y(y − 1)q−1 − 1

yq(y − 1)q
2−q

= (y − 1)q
2−1(1− yq+1)+ (y − 1)q−1(yq2 − y)+ yq2+q − 1

yq(y − 1)q
2−q

= (y − 1)q
2−1(1− yq+1)+ (y − 1)q−1((y − 1)q

2 − (y − 1))+ yq2+q − 1

yq(y − 1)q
2−q

= (y − 1)q
2−1(1− yq+1 + (y − 1)q)− (y − 1)q + yq2+q − 1

yq(y − 1)q
2−q

= (y − 1)q
2−1(1− yq+1 + yq − 1)− (y − 1)q + (yq+1 − 1)q

yq(y − 1)q
2−q

= −(y − 1)q
2
yq − (y − 1)q + (y − 1)q(1+ y + · · · + yq)q

yq(y − 1)q
2−q

= −(y − 1)q
2
yq + (y − 1)q(y + · · · + yq)q

yq(y − 1)q
2−q
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= −(y − 1)q
2 + (y − 1)q(1+ · · · + yq−1)q

(y − 1)q
2−q

= −(y − 1)q
2 + (yq − 1)q

(y − 1)q
2−q

= 0. �

Let f ∈ Fq(x). Let C = {K : Fq ⊆ K ⊆ Fq(x)} and1

� : C −→ C
Fq(f ) → Fix(G(f )) = Fq(f ′)

which is a well-defined application. Then it is easy to check that f ′ is a (not necessarily3
proper) right-component of f. Also, as G(f ) ⊂ �, f ′ is a right-component of fq . Thus,
Fq(f ) ⊆ Fq(f ′) and Fq(fq) ⊆ Fq(f ′).5

On the other hand, the polynomial Pq has at least two different decompositions:

Pq = xq−1 ◦ (xq − x) =
(
x(x − 1)q−1

)
◦ xq−1.7

This gives at least two decompositions for hq , both involving the component
xq+1 + x + 1

xq
.9

Theorem 19. (i)
xq+1 + x + 1

xq
is indecomposable.

(ii) xq − x is decomposable iff q is composite, that is, q = pm with m�2.11
(iii) x(x − 1)q−1 is indecomposable.

Proof. (i) We will prove that for certain units u, v ∈ Fq(x), the function13

u ◦ xq+1 + x + 1

xq
◦ v

is indecomposable. In particular, let u = x + 1, v = 1/(x − 1). Then15

u ◦ xq+1 + x + 1

xq
◦ v = xq+1

x − 1
.

As the degree is multiplicative with respect to composition, and so is the difference17
in the degrees of numerator and denominator (see [14, Theorem 1.14 and Corollary
1.15]), there is no possible decomposition for this function and the original function is19
also indecomposable.
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(ii) As G(xq − x) = {x−a : a ∈ Fq} and |G(xq−x)| = q = deg xq−x, by Theorem1
14 there is a bijection between the decompositions of xq − x and the subgroups of its
fixing group. But G(xq−x) has proper subgroups if and only if its order is composite.3

(iii) Let q = pm. Let x(x − 1)q−1 = g(h) with g = xpr + g0, deg g0 �pr − 1 and
h = xps + h0, deg h0 �ps − 1. Then5

g ◦ h = hpr + g0 ◦ h = (xps + h0)
pr + g0 ◦ h = xq + h0

pr + g0 ◦ h

with deg h0
pr �q − pr and deg g0 ◦ h�q − ps . But7

x(x − 1)q−1 = xq + xq−1 + · · · + x2 + x,

thus either r = 0 or s = 0 and the decomposition is trivial. �9

Corollary 20. If q is not prime, Pq has two complete decomposition chains of different
lengths.11

As there is a bijection between the subgroups of �0 and the components of (xq −
x)q−1 on the right, we will study those subgroups in order to determine whether this13
polynomial has complete decompositions of different length when q is prime.

Definition 21. H0 = {x + b : b ∈ Fq}.15

Lemma 22. �0 is the semidirect product of H0 and {ax : a ∈ F∗q}.

Let G be a subgroup of �0. As H0 has prime order, we have two cases:
17

• G ∩ H0 = H0. Then H0 ⊆ G. If ax + b ∈ G, then for every b′ ∈ Fq we have
ax + b′ ∈ G. In particular, ax ∈ G, and G0 = {a ∈ F∗q : ax ∈ G} < F∗q . But19
F∗q is cyclic of order q − 1, thus G0 is cyclic of order m | q − 1. In this case,
G = H0�G0�Cq�Cm.21
• G ∩ H0 = {x}. Then for every a ∈ G0 there exists exactly one b ∈ Fq such that

ax + b ∈ G, because (ax + b) ◦ (ax + b′)−1 = x − b′ + b. As G0 is cyclic, we have23
that G is generated by some a0x + b0 where a0 generates G0 and b0 ∈ Fq .

This allows to prove the following theorem.25

Theorem 23. If q is prime, then all the maximal chains of subgroups of �0(Fq) have
the same length.27

Proof. Let G0 = {x} < G1 < · · · < Gn = �0(Fq) be a maximal chain. Let i ∈
{1, . . . , n} be such that Gi−1 ∩ H0 = {x} and for all j � i, H0 ⊆ Gj . For each j � i29
there exists a cyclic group Ci of order mi with mi | q − 1 such that Gi = H0�Ci .
Thus, the numbers mi, mi+1, . . . , mn are a maximal chain of divisors of q − 1 greater31
or equal than mi .
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On the other hand, Gi−1 must be a cyclic group of order mi , therefore, the orders1
of G1, . . . , Gi−1 are a maximal chain of divisors of mi .

Therefore, the length of the chain G0, . . . , Gn is equal to the number of prime factors3
in a complete factorization of q − 1 plus two. �

Corollary 24. The polynomial (xq −x)q−1 ∈ Fq [x] has maximal decomposition chains5
of different lengths iff q is not prime.

Remark 25. It is possible to determine all the subgroups of �(Fq) by finding all7
subgroups of GL(2, q). Then all chains of subgroups can be computed, finding out
whether the function f has decompositions of different lengths.9

4. Conclusions

The results in the last section show some new information about the structure of11
decompositions of rational functions in the finite case; it is our hope that more can be
said about possible versions of Ritt’s theorems for finite fields. Also, the algorithms13
presented here indicate that fast decomposition algorithms in the finite case can be
achievable, by using this structure.15
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