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Evaluation of Three 32-Bit CMOS Adders
In DCVS Logic for Self-Timed Circuits

Gustavo A. Ruiz

Abstract—The efficient implementation of adders in differential  in the asynchronous local communication can be generated
logic can be carried out using a new generate signal\) presented jn a general way with dynamic differential cascode voltage
in this paper. This signal enables iterative shared transistor switch (DCVS) logic. The key feature of this logic family

structures to be built with a better speed/area performance than d f1 | t lodic t imilar to domi
a conventional implementation. It also allows adders developed made up or two complementary logic trees similar to domino

in domino logic to be easily adapted to differential logic. Based l0gic, is the dual-rail coded nature. This characteristic is
on this signal, three 32-b adders in differential cascode switch used to generate completion signals which indicate when a
voltage (DCVS) logic with completion circuit for applications in  computation operation has finished. This logic has potential
self-timed circuits have been fabricated in a standard 1.Q0:m two- advantages over standard CMOS logic [3], [4] and other

level metal CMOS technology. The adders are: a ripple-carry . ; . - .
(RC) adder, a carry look-ahead (CLA) adder, and a binary carry differential CMOS logic families [5] in terms of speed, power,

look-ahead (BCL) adder. The RC adder has the best levels of and logic flexibility. DCVS logic also has an inherent self-
performance for random input data, but its de[ay is significantly  testing property to implement fault tolerance circuits at low
influenced by the length of the carry propagation path, and thus  ¢ost [6]. Its major drawback is the need for a greater area for

is not recommended in circuits with nonrandom input operands. . . . . - : . .
The BCL adder is the fastest but has a high cost in chip area. routing, since It requires twice as many interconnection lines.

The CLA adder provides an intermediate option, with an area The self-timed approach has been used to implement var-

which is 20% greater than that of the RC adder. Its average ious asynchronous processors [7], [8] whose performance

delay is slightly greater than that of the other two adders, with is influenced to some extent by the adder speed. Most of

an addition time which increases slowly with the carry propagate ihe asynchronous adders implemented up to now, and those
length even for adders with a high number of bits. -

which have recently been proposed [9], are based on random

Index Terms—Adders, asynchronous addition, asynchronous operand models with an average delay which is far lower than

design, DCVS logic, dynamic-logic-circuit. the worst-case delay. Burlet al. [10] have shown that for
an n-bit ripple-carry addition of randomly distributed input
I. INTRODUCTION operands, the average length of the longest carry sequence

LF-timed circuits have recently received a great del] -bounded from above by leg. Reitwiesner [11] and Hen- .
Erlckson [12] demonstrated that the average longest carry in

f attention as they offer a possible solution to cloc n asynchronous addition can be approximated by(g/4).

distribution problems, since they do not require a global ClOCElowever Garside [13] has shown that addition performed

simplifying global chip routing and eliminating clock skew.
problems [1]. Self-timed circuits avoid timing problems b)'/n th.e asynchronous AMULET processor [8] had an average

replacing the clock with a request-acknowledge communicas ted f | d inout_dat ith tvoical dat
tions protocol between modules of the circuit. These syster%)épec €d from purely random input data, with typical data

show increased robustness to processing and environmeRﬂ?FeSﬂng operations of up to three times greater than this
variables, provide component modularity, can exhibit lo alue. In these circumstances, asynchronous addition takes a
system power requirements, and are capable of operatin Oég time unless the operands are random in nature.

the maximum speed determined by the intrinsic hardware ecent literature contains some implementations and eval-

delays (they can be designed for average case rather tHg'HolnS ?jf e;]synchroglc_)us afdder_s. Frar(;l;lin an_d Plan [14] dhe_lve
worst-case performance). Unfortunately, self-timed circuits apdnulated the suitability of various adders (implemented in

more difficult to design than synchronous circuits and, in mal CVS logic, although circuit details are not given) operating
cases, lack the required supporting design tools [2] in an asynchronous environment. The results show that hybrid

The most popular form of self-timed approach consists gructures run faster thar_1 simple _ripple—carry adders aIthc_Jugh
computation blocks interconnected by handshaking interfalll§ CoStin area may be high. Kinniment [15] compared various
circuits operating with completion signals for data transf@dders and observed that asynchronous adders only give

control. In self-timed circuits, the completion signals involve@ Performance improvement over conventional synchronous
adders in very limited conditions. This comparison was made
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domino logic cannot be implemented directly in DCVS logic TABLE |
because of their complementary nature, despite the similarities TRUTH TABLE OF THE P, Gy, AND N;
between both logics. A; B P | G | N

In this paper, new logic equations for binary addition 0 01 o 0 1
enabling the efficient implementation of adders in differential o 11 1 o | o
logic are described. For this purpose, a new generate sig- I ol 1 0 0
nal (&) is introduced, associated with the definition of the 1 11 o0 1 0

complementary carry which has similar characteristics to the
carry generate signd¥ of conventional adders. The symmetry

properties ofG; and N enable new iterative shared transistor |, adapting (1) and (5) to differential logic, it is necessary

structures to be built which reduce the number of devices apfl yofine their complements, which are expressed as
interconnection lines, providing area and speed improvements '

over conventional implementations. Based on these signals, a C; =Gi(P; +C;_1) (6)
32-b ripple-carry (RC) adder, a 32-b carry look-ahead (CLA) S, =Ci_,®P. @)
adder, and a 32-b binary carry look-ahead (BCL) adder in LT ‘

DCVS IOgiC with Completion circuit have been fabricated in a Equation (6) produces rather inefficient structures [14], [23],
standard 1.0:m CMOS technology. The area and performangg4] since it breaks the duality between the complementary

parameters of each adder have been measured and compg@thork trees. This problem can be solved by redefirihg
The results show that the BCL adder is the fastest but hg$ follows:

extremely high area requirements. The RC adder offers the

best speed-area ratio for random input data but is slowerC; = G;(P; + C;_1)(P; + P) = G;P;
for long carry propagation paths. The CLA adder provides
the best option. It has an area increase of 20% over the Rut
adder but maintains a high average throughput for any addition
operation.
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Il. MATHEMATICAL FORMULATION

The most widely used technique in the design of adders in Gibi = Ai+ Bi = Ni (10)

differential logic consists in defining both the logic funCtiO”resuIting in
which is generally taken from conventional addition logic
equations, and its complement, with the aim of maximizing C;=N; +PC;_;. (11)
the sharing of terms [3]. This technique has the problem that
many of the structures developed for conventional logic cannit being the complement carry generate signal. Expanding
be efficiently translated into differential logic, since there is nihis yields
duality between the two complementary network trees. This _
section presents some new logic equations for binary add&fs = Vi + LilNi—1 + BilioaNi—a + -+ Pl -+ P1Co.
which solve this problem. (12)
Let A; and B; be thei bits of the input data and’;_; _
the carry-in for stage. The usual method for computing the It can be observed that the definition®f is similar to that
carry-out C; is of C;, replacingV; with G; andC;_; with C;_;. Moreover,
F; can propagate indistinctly the carry-in and its complement.
C;=G;+FPC;_4 (1) Table | shows the definition of the generate and propagate
signals. It can be observed that the following properties are
where verified:

G =AB,; 2) PG =FPN;,=G,N; =0 (13)
and P+G+N; =1 (14)
Equation (13) indicates the mutually exclusive property and
(14) indicates that permanently one of these signals is high.
This definition of C; opens up new possibilities for the
implementation of adders in differential logic. A specific case
is the operator “0,” developed by Brent and Kung [18], which
C; = Gi+P,Gi\+P,P,_G;_o+ - +P,P,_, --- P,C,. (4) enables the binary tree addition to be transformed into a
parallel computation. This can easily be adapted to differential
The sum is generated by logic. The new concatenation operator “0” is defined by

P=A;,9B; 3)

where G; is the carry generate signal anBl, the carry
propagate signal. Expanding (1) yields

Si = Ci,—l & Av & Bv = Ci,—l & -P7 (5) (gouta Nout» pout) = (gina Nin, pin) O(gina ﬁina ﬁin) (15)
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Fig. 1. DCVS logic with completion circuit and timing.

where output of a DCVS gate directly drives the input of a succeeding
. gate; completion circuitry is only needed on the last gate in
Gout = YJin T JinPin the chain.
Tout = Nin + NinPin The differential nature of DCVS logic does not allow
Pout = PinPin- (16) for the efficient implementation of conventional adders. The
introduction of a new complementary carry generate signal
The carry-out can be determined by providesC; and C; with symmetry properties which can be
C =G, ea§ily implemente(_j in compact transistor sharjng structure;.
{5 _ NZ forie1.2 e n (17) This section describes three types of adders in DCVS logic
¢ ¢ . which use the generate signt the RC adder, the CLA adder,
where and the BCL adder. All of the DCVS gates described below
can be extended to other differential logic families and accept
(Gi, Ni, 1) the alternative charge compensation scheme derived from the
(g1, 71, p1), ife=1 domino logic based on PMOS transistors fed back from the
_ ) (g iy pi)O(Gio1, Nio1, Pi1), if2<4<n  output, which solves the charge sharing and current leakage
) = (9, ni, pi) 0(Giz1, i1, Pi-1) problems [5].

0---0(g1, N1, p1)-
(18)
_ ) ) A. Ripple-Carry (RC) Adder
It is easy to see that the operator described in (15) ISTh RC adder h h o f
associative and verifies the properties shown in [18] throu € adder has c argctenstlcs n terms. of worst case
elay and size which are midway between series and parallel

their similitude with the original operator. Similarly, the “fo” i
ctures. Two structures are proposed for this RC adder: one

operator presented by Lynch and Swartzlander [16] can ea: g}’ q ional sch p h
be extended to differential logic to develop higher radi sed on a conven_tlona scheme and another more compact
one with fewer devices.

versions of the binary adder. Fig. 2 shows the firsti-bit RC adder. Each slice of 1 b
is made up of a carry generate and propagate block (GP)
IIl. | MPLEMENTATION OF ADDERS IN DCVS LoGIC which computes the signalg,, P;, G;, and N; in parallel,

DCVS logic is a differential logic style derived from dominoa carry bypass block (CB), and @&xoOR output gate. The
logic made up of two complementary NMOS logic trees. Thigarry propagation is carried out through the CB blocks in a
logic requires true and complementary input signals to switslerial fashion with a high worst case delay. Fig. 3(a) shows
the two outputs to different logic states. In self-timed circuit@an implementation in DCVS logic of the GP block which uses
its dual-rail property can be used to generate completitime redundance existing between the generate and propagate
signals for combinational logic in a general way. Fig. 1 showsgnals to generate all the signals in a compact structure. The
the basic DCVS circuit and its timing. When the signal contr@@B block in Fig. 3(b) computes the carry-out using (1) and
Ris low (precharging phase), nod@sand@ are precharged to (11), and theexor gate in Fig. 3(c) implements (5) and (7)
high (outputsF and F' to low) by the PMOS transistors. Whenand generates the completion signal (Cenigy means of the
R is high (evaluation phase) the input lines in the NMOS treeanD gate.
are evaluated by switching one of the outputs to low. The Fig. 4 shows the structure of the second RC adder which
completion signal (Comp) for handshaking requirements gimplifies the generation of the carry-out by substituting the
self-timed circuits can be generated byaD gate connected G; and N; signals in the CB block with input data. Each
to nodes@ and Q. When R is low, then Comp is low, and slice of the adder is made up of twaxoR gates—one input
when R is high, Comp is high after one output is switchedjate to generate the propagate sign#is {;) and one output
to low. Note that in circuits with a series of DCVS gates, thgate to obtain the additiorS{, S;) and the completion signal
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Fig. 2. Structure of the first RC adder.

Fig. 3. (a) GP block, (b) CB block, and (exor gate of the RC adder of
Fig. 2.
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Fig. 4. Structure of the second RC adder.
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Fig. 5. Block CB of the second RC adder.

the carry-out defined as follows:
Ci=A;B;+F,Ci—
C; =A;B; + PC;_1. (19)

This new RC adder reduces each slice by five transistors
with respect to the previous adder with a slight increase in
the capacitance of the input lines. The computing time of the
carry-out is also reduced whea;B; = 11 or A;B; = 11,
as the generation time of th&; and N; signals in the
previous GP block is eliminated. Consequently, there is a slight
improvement in the average-case delay, the worst-case delay
remaining similar in both adders.

B. Carry Look-Ahead (CLA) Adder

Adders based on the carry look-ahead principle are the
dominant trend at the moment, since this structure allows the
propagation delay of the carry-out to be reduced by calculating
the carries in each stage in parallel. The Manchester carry
chain (MCC) is the most popular dynamic (domino) CLA with
aregular, fast, and simple structure suitable for implementation
in very large scale integration (VLSI) [19]. Moreover, the
recursive properties of the definition carries in the MCC have
enabled the development of multi-output domino gates which
have shown area and speed improvement with respect to single
output ones [17]. In [20], a new enhanced CLA in multi-
output DCVS logic was proposed, based on tNesignal

(Comp), and one carry bypass block (CB). Fig. 5 shows thighich reduces silicon area, improves circuit performance, and
CB block which combines (1), (2), (10), and (11) to generatiecreases power. Fig. 6 shows the structure of this CLA which
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Fig. 6. A 4-b CLA gate in multi-output DCVS logic with additional reduced carry propagation circuit.

has an additional circuit (dashed lines) based on a dynamig,, l: oy

AND gate to reduce the worst case propagation time. This gate
turns on the pass transistors if all propagate signals are true, °|E: °|E: _ouj

improving the overall speed of the adder. The structure of the {>o£°“‘
CLA adder in DCVS logic is identical to that indicated in &in i Pin

Fig. 2, substituting all the CB’s with a CLA unit, as shown tin_| ’:"_gin

in Fig. 6. The optimum number of cascaded stages may be Pin—|
calculated for a given technology by simulation. Moreover,
the compact structure of this new CLA and the symmetry R -

existing between the two complementary network trees enables

the application of some of the extensions developed for the (Zout > Mout»Pout) = (Ein> Nin»Pin )0(Ein » A in» Pin)
MCC, such as the spanning tree carry look-ahead adder [16
and the carry-skip adder [21], among others.

. 7. Compact “black” processor of a BLC adder in DCVS logic.

The average-case delay of this adder can be improved by
. speeding up the transmission process of the carry-out to the
C. Binary Carry Look-Ahead (BCL) Adder output stage once the BCL has been generated. This brings
The BCL adder presented by Brent and Kung [18] is an arefarward the computing of the output sum and the completion
time optimal parallel adder with a regular, simple structurgignal and, consequently, the addition time in the overall adder
which is adequate for VLSI high-speed addition. It is made up reduced. Fig. 8 presents the structure of an 8-b BCL adder
of three functional stages. The first stage computes the generith a reduced average delay formed byor gates and a
and propagate signals. These signals act on a second si&@e. The BCL is made up of four elementary processors
formed by a BCL with an inverse binary tree structure. Th@, A, B, and C) with a tree structure. The interconnection
output stage is the sum circuit and operates on the propagat@ne same row of these processors is carried out through
signals generated in the first stage with the carry-out generateatd common dynamic linesd;, N,;) as shown in Fig. 9.
in the BCL. The BCL is a fast carry generator made uphis interconnection is made possible by the properties of
of elementary “black” and “white” processors. The “black'the generate and propagate signals represented in (13) and
processor performs the function defined by the operator “¢14). With this new structure, the carry-out generated in any
and the “white” processor simply transmits data. Fig. 7 shows these processors is transmitted directly to the output stage,
the compact structure in differential logic of the “black’unlike conventional schemes in which the carry-out generated
processor according to the operator “0” defined in (15). This a “black” processor has to run through all of the processors
processor reduces the number of interconnection lines and itnehe row.
number of transistors with respect to a standard DCVS logicThe processo carries out the overall precharging of the
implementation, conferring substantial advantages in termsdynamic lines G;, N;) when R is low; the weak transistors
speed, area, and power consumption. labeled * avoid the problem of sharing charge. Wh&nis
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Fig. 8. An 8-b BCL adder in DCVS logic.
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Fig. 9. Interconnection between the various processors in one row of a BCL adder.

high, if A;B; = 11 (G; = 0) or A;B; = 11 (N; = 0), The main drawback of this structure is related to the
then the carry-out generated in this processor is transmittedrétatively high capacitance value associated with the lines
the output stage through processor C and to other procesg6fs N;) which share the processors in the same row; in the
through theg..t Or n.ut. This carry-out can also be generateavorst case, an adder of bits has (log ») + 2 processors in

in processors A, B, and C. Fig. 9 verifies that a row. Simulations carried out to compare the performance
of this structure with that of a conventional scheme based
Gi = gour = Ci on the processor of Fig. 7 have shown that the proposed

Ni =nouw = C;. (20) adder reduces the average-case delay, without any significant
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Fig. 10. Global completion circuit for a 32-b adder.

increase in the worst-case delay. This characteristic makes (@)
it more suitable in a self-timed approach where the average
function delays principally govern overall throughput.

IV. GENERATION OF A GLOBAL COMPLETION SIGNAL

The self-timed approach consists of computation block
which generate completion signals that are interconnected
handshaking circuits. This completion information is used ti|
control the movement of data between stages via handshe
signals usually namegquestandacknowledgesignals. These
signals follow a standard protocol which ensures the corre
data transfers between stages. In a 32-b adder, a glol
completion-signal (GCo) is produced by observing the 3
completion signals corresponding to 32 completion signal
of the sum output (Comp plus one completion signal of
the carry-out (Comg). This GCo signal is generated in a
completion circuit whose traditional implementation is carriec
out by means of a 33-input Muller C-element [22]. The outpu
of this C-element goes high only when all its inputs are hig|
(evaluation phase) and goes low only when all its inputs a
low (precharge phase). However, the delay introduced by th
C-element is of the same order or greater than the delay : |_
the adder itself, thus considerably reducing the overall circu
performance. Hence, a high-speed completion circuit whicn
reduces the GCo generation time has been developed. This ®)
circuit is based on the assumption that precharge de|ayFig. 11. (a) Micrograph of the chip and (b) arrangement in the core chip

. = ] of the adders.
approximately a constant for all sum outputs,(S;), since
they use the same output stagexd@Rr circuit) to generate the
completion signals. of all of the dynamic cells takes place: N cells are precharged

Fig. 10 shows the structure of the completion circuit usdd high and P to low. GCo goes to low. During the evaluation
in 32-b adders. This circuit is made up of a binary tree of fiyghase, the binary tree output goes to high after all the Gomp
levels of type N and P dynamic cells connected in cascadignals are high and Comyp goes to high after the carry-
one statioNOR gate to generate the carry-out completion signalut is generated. CGo goes to high. The increase in binary
(Comps), and a 2-b dynamic C-element which generates thiee speed has been achieved by limiting the number of series
global completion signal GCo. During the precharging phaseansistors in each dynamic cell to two and eliminating all
the carry-out and Comysignals are low and the prechargingedundancy in the circuit. The 2-b output C-element detects

; g
completion o

EXOR+P processors
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Fig. 12. Area of the adders in nimfor different number of bits.

both the carry-out (Comg) and the binary tree completion TABLE I
signal to generate GCo. AREA AND NUMBER OF TRANSISTORS OF THE32-B ADDERS
AC adder | CLA adder | BCL acder
V. CHIP IMPLEMENTATION AND MEASUREMENT RESULTS Ares 2T4x2830um? | S04x25ETem? [10S0xEIE5
Three 32-b adders for self-timed circuits were implemented B o iransistors] 1528 1748 it

in a chip to evaluate and compare their performance. The
adders selected were: a 32-b RC adder as shown in Fig. 4, o o
a 32-b CLA adder made up of eight 4-b CLA adders from The generation time of the global completion signal GCo, or
Fig. 6 connected in series, and a 32-b BCL adder which is ggdition time, provides an accurate measurement of the speed
extension of the BCL adder shown in Fig. 8. The experimentﬁi these adders, as it indicates when the addition has finished.
chip was fabricated using a 1;0m two-level metal n-well This time is measured from when signal conti®lgoes to
CMOS process. The micrograph of the chip is shown inigh until GCo goes to high and varies with the speed of the
Fig. 11(a) and the arrangement of the core in Fig. 11(b). All ®opagation of the carry signal across the adder. Experimental
the adders have distributed control buffers [labeled with BUReasurements with different carry propagation lengths were
in the Fig. 11(b)] to drive theR signal of the DCVS gates. made in order to determine the dependence of the adder speed
The limitation in the number of pads has made it necessary@8 the input data. To this end, a calibration for the I/O pad
use scan-in and scan-out circuits in order to perform the cifiglay was obtained by connecting, in series, the circuitry
test (the chip is clearly 1/0 pad limited). for both an input and output pad. Figs. 13 and 14 show in
Table Il lists the area and number of transistors of eaétiaphic form the addition times for different carry propagate
adder. The RC adder occupies the smallest area, followedBggths at supply voltagépp = 5 V and Vpp = 3.5 V; the
the CLA adder with a factor of 1:2, and the BCL adder with minimum voltage of the operation is 2.5 V. The best results
a factor of 3.5. The relatively large size of the BCL adder is 0r any carry propagation condition are obtained in the BCL
consequence of the high number of transistors (3271 transist@@sler. With a short carry propagation chaitb] the RC adder
as opposed to 1745 for the CLA adder and 1525 for the Ribtains similar times, and with a long carry propagation chain
adder) and the high number of interconnection lines betweénl2), the CLA adder is slightly slower. Assuming random
processors which require a routing area of approximately 359gut data, the average length of the carry propagation can
of the total area. This problem of the large area required foe approximated by lagsn/4) = 5.32. This means that
routing resulting from the need to duplicate the interconnectidhe RC adder has the best speed—area characteristics under
lines is one which is inherent in any differential logic. It can beandom operand conditions. However, it is slow for long carry
more easily observed in Fig. 12 which represents an estimatigiopagation paths.
of the sizes of the adders according to the number of bits. TheThe addition time can be broken down into three compo-
RC adder and the CLA adder have an approximately lineaents: delay time of control buffers,j, computation time of
area increase, since the number of interconnection linesadition ¢,), and delay time of completion circuit,). Thet,
reduced, whereas the BCL adder presents a quadratic groathresponds to the delay in the distributed control buffers. The
with a high cost in routing area in large size adders. HSPICE simulation results @f are shown in Table Ill. They
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Fig. 14. Addition time for different carry propagate lengthslasp = 3.5 V.
TABLE Il through which the carry must propagate during an addition;
SmuLATED DELAY TIME (ts) OF BUFFER DRIVERS t, can be estimated by subtracting theand ¢y times from
| RAC sdder CLA sdder | BCL sddar the addition time.
W Do 0.Mns D8 Q.Bns

The precharge time is the delay time from when signal
control R goes low until GCo goes low. During this time,
the precharging phase of the DCVS gates and the precharging

varies slightly with the generation sequence of the completi@ the completion circuit are carried out. The precharge time is
signals (Comg) and is similar in the three adders, as they haydentical in all the adders as they have the same output stage
the same completion circuit. The HSPICE simulation resul§XOR circuit) to generate the completion signals. Its value is
show a min/max delay time of 3.2 ns/4.1 nsVap = 5V 4.6 nsatVpp =5V and 7.3 ns alpp = 3.5 V.

and of 4.2 ns/5.3 ns a@thbp = 3.5 V. The ¢, indicates the  Finally, Table IV shows the dynamic power consumption at
addition time which is variable with the number of stage$0 MHz without carry propagation (minimum value) and with

A e WA | 14005 1.3n0.5 1&g
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TABLE IV [5] P. Ng, P. T. Balsara, and D. Steiss, “Performance of CMOS differential
Dynamic Power ConsumMPTION (MIN/MAX) AT 10 MHz circuits,” IEEE J. Solid-State Circuitsjol. 31, pp. 841-846, June 1996.
[6] N. Kanopoulus, D. Pantzartzis, and F. R. Bartram, “Design of self-
| RL adder CLA addar BCL mcder checking circuits using DCVS logic: A case StudyiEEE Trans.
M= | 38.9mWT BmEY | S66TR0M0.3mIW | T4 1mENTE 3m Comput.,vol. 41, pp. 891-896, July 1992.
WooeE 5V | UB ImWERE B | 2T B0 Bmi | 42 AminaE dmiy [7] G. M. Jacobs and R. W. Brodersen, “A fully asynchronous digital signal

processor using self-timed circuitslEEE J. Solid-State Circuitsyol.
25, pp. 1526-1537, Dec. 1990.

. . . 53] J. V. Woods, P. Day, S. B. Further, J. D. Garside, N. C. Paver, and S.
longest carry propagation path (maximum value). Regarding” Temple, “AMULET1: An asynchronous ARM microprocessotZEE

dynamic power, the BCL is the worst structure, followed by  Trans. Comput.yol. 46, pp. 385-398, Apr. 1997.

; ; ] R. Ramachandran and S. L. Lu, “Efficient arithmetic using self-timing,”
the CLA adder, the best results being obtained by the RE IEEE Trans. VLS| Systvol. 4, pp. 445-454, Dec. 1996.

adder. [10] A. W. Burks, H. H. Goldstine, and J. von Neumann, “Preliminary
discussion of the logical design of an electronic computing instrument,”
in Inst. Advanced Studyrinceton, NJ, June 28, 1947.
VI. CONCLUSION [11] G. W. Reitwiesner, “The determination of carry propagation length for
The use of the generate signaV) enables the efficient kl’g‘égy addition,"IRE Trans. Electron. Computyol. 9, pp. 35-38, Mar.
implementation of adders in differential logic with a bette[12] H. c. Hendrickson, “Fast high-accuracy binary parallel additidRE
speed/area performance than conventional implementations, Trans. Electron. Computyol. 9, pp. 465-469, Dec. 1960.

. . . 13] J. D. Garside, “A CMOS VLSI implementation of an asynchronous
Three 32-b self-timed adders in DCVS logic have been fabri-™ A in proc. IFIP Conf. Asynchronous Design Methodologidsn-

cated and the area, speed, and power consumption have beenchester, England, Apr. 1993, pp. 181-192.

measured and compared The RC adder has the best per&%‘ﬂ- M. A. Franklin and T. Pan, “Performance comparation of asynchronous
) adders,” inProc. Int. Symp. Advanced Res. Asynchronous Circuits and

mance for randqm input d.ata. Its design rr—;gularity and.compact Syst. Salt Lake City, UT, Nov. 1994, pp. 117-125.
structure are suitable for implementation in VLSI architecturgl5] D.J. Kinniment, “An evaluation of asynchronous additioftEE Trans.

; i~ mifi ; VLSI Syst.vol. 4, pp. 137-140, Mar. 1996.
However, the delay is significantly influenced by the IengtB6 T. Lynch and E. E. Swartzlander, “A spanning tree carry lookahead

of the carry propagation path, and it is not recommended in" adder,”IEEE Trans. Computyol. 41, pp. 931-939, Aug. 1992.
asynchronous circuits with nonrandom input operands. THe1 |- S. Hwang and A. L. Fisher, “Ultrafast compact 32-bit CMOS adders

. . o . in multiple-output domino logic,1EEE J. Solid-State Circuitsol. 24,
BCL adder is the fastest for any input data condition, but it has pp. 358-369, Apr. 1989,

a high cost in chip area as it is based on elementary procesgo8s R. P. Brent and H. T. Kung, “A regular layout for parallel addetEEE

i i i i i Trans. Comput.yol. C-31, pp. 260-264, Mar. 1982.
which require a large routing area. Moreover, its hlgh numb 1!‘9] N. Weste and K. Eshraghia®rinciples of CMOS Design: A Systems

of transistors results in a high dynamic power consumption.” perspective. Reading, MA: Addison-Wesley, 1985.
The CLA adder offers an intermediate option. The compaff0] G. A. Ruiz, “Compact four bit carry look-ahead CMOS adder in multi-

shared transistor structure of the CLA unit reduces the number E\ﬂtg“tlsDcl\gﬁ'Ogic'"E'ec”on' Lett.,vol. 32, no. 17, pp. 1556-1557,

of interconnection lines with an area increase of 20% angh] p. K. Chan and M. D. F. Schlag, “Analysis and design of CMOS
an increase in transistors of 12% in comparison with the RC Manchester adders with variable carry-skitEEE Trans. Computyol.

oM 39, pp. 983-992, Aug. 1990.
adder. The average case delay is slightly greater than that[ﬁﬁ T.-Y. Wuu and S. B. K. Vrudhula, “A design of a fast and area efficient

the above adders with an addition time which increases slowly™ multi-input Muller C-element,”IEEE Trans. VLSI Systyol. 1, pp.
with the carry propagate length even for adders with a high  215-219, June 1993.

; - o . ... 123] S. L. Lu and M. D. Ercegovac, “Evaluation of two-summand adders
number of bits. Moreover, this CLA unit is compatible with implemented in ECDL CMOS differential logic,JEEE J. Solid-State

other high-speed adders in domino logic, such as the spanning Circuits, vol. 26, pp. 1152-1160, Aug. 1991.
ki [24] M. Renaudin and B. El Hassan, “The design of fast asynchronous
tree CLA [16] and the carry Sklp adder [21]' adders and their implementation using DCVS logic,Piroc. ISCAS'94,
London, UK, May 1994, pp. IV.291-1V.294.
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